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Foreword

It is with great pleasure that we present the Proceedings of the 42nd International
Conference on Mathematical Methods in Economics (MME 2024), held in Usti nad
Labem from September 11 to 13, 2024. This collection showcases a selection of the finest
contributions from researchers and practitioners who participated in this year’s conference,
reflecting the ongoing advancement and innovation in the field of mathematical economics.

MME 2024 continues the tradition of bringing together a diverse community of
scholars, professionals, and students, all driven by a shared interest in the application
of mathematical methods to economic theory and practice. The conference provided
a vibrant forum for the exchange of ideas, discussion of new research trends, and the
exploration of complex economic problems through rigorous mathematical modeling.

This year’s conference saw the participation of many researchers from different countries,
who contributed to a wide array of topics, from econometric theory to optimization
techniques in economics. The proceedings include papers that not only push the boundaries
of theoretical research but also offer practical solutions to current economic challenges.

We were honored to host two distinguished plenary speakers: Prof. Panos M. Pardalos
from the University of Florida, USA, and Prof. Michal éerny from the Prague University
of Economics and Business, Czech Republic. Their keynote addresses provided valuable
insights into contemporary issues in mathematical economics and sparked lively discussions
among attendees.

Our sincere thanks go to all the authors, reviewers, and members of the scientific
committee, whose dedication and hard work have made MME 2024 a resounding success.
We are also grateful to the Department of Computer Science, Faculty of Science, Jan
Evangelista Purkyné University in Usti nad Labem, for hosting this event and providing
an inspiring environment for academic exchange. We also take this opportunity to
acknowledge the outstanding contributions of the PhD students who participated in the
competition organized by the Czech Society for Operations Research.

As you delve into these proceedings, we hope you find the research presented here both
stimulating and informative, and that it contributes to your work in the field. We look
forward to the continued growth and development of mathematical methods in economics
and the ongoing collaboration among our community:.

Program Committee Chairs of MME 2024

Hossein Moosaei, Jan Evangelista Purkyné University, Czech Republic
Josef Jablonsky, Prague University of Economics and Business, Czech Republic
Helena Brozova (President of the Czech Society for Operations Research), Czech University
of Life Science Prague, Czech Republic
Milos Kopa (Vice-president of the Czech Society for Operations Research), Charles Uni-
versity, Czech Republic
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The Czech Society for Operations Research as a publisher of the Proceedings of the
International Conference on Mathematical Methods in Economics is committed to the highest
ethical standards. All authors, reviewers, and editors must comply with the following ethical
principles. In case of any doubts regarding the Ethical guidelines, do not hesitate to contact the
editors of the proceedings.

Ethical expectations

Editors’ responsibilities:

e To acknowledge receipt of submitted manuscripts within two working days and to
ensure an efficient, fair, and timely review process.

o To identify manuscripts that are fully within the scope and aim of the conference. To
treat all submissions fairly without any favour of prejudice regarding authors’ gender,
religious or political beliefs, ethnic or geographical origin.
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of interest with any of the authors or institutions related to the manuscripts.

e To provide advice to the authors during the submission process when necessary.

o To be transparent with regards to the review and publication process with an appropriate
care that individuals will not be identified when it is inappropriate to do so.

e To not use any parts or data of the submitted manuscript for his or her own future
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e To respond immediately and take reasonable action when ethical problems occur
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o To carefully read the Instructions for authors published on the website of the conference.

e To claim that the submitted manuscript is not under consideration or accepted for
publication elsewhere. To acknowledge and cite accordingly all content overlaps with
already published content.

e To ensure that the submitted manuscript is original, prepared to a high scholarly
standard and fully referenced using the prescribed referencing convention.

« To obtain permission to reproduce any content from other published sources. To clarify
that all data used in the manuscript has been acquired following ethical research
standards.

e To accurately acknowledge funding sources related to the submitted manuscript.

o To carefully read all the conditions included in the copyright form and to accept the
copyright form during the submission process.

o To declare any potential conflicts of interest (real or apparent) at any stage during the
publication process.
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Dealing with possible misconduct:

Editors have a duty to act if they suspect any misconduct or if a claim of misconduct
has been reported by anyone. This duty applies to both published and unpublished
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Editors should not simply reject an article that raises concerns about possible
misconduct. Editors are ethically obliged to pursue alleged cases.

Whoever informs the editors of such conduct should provide sufficient information and
evidence to initiate an investigation.

Editors must take all allegations seriously and treat them similarly until a successful
decision or conclusion is reached.

Editors should first seek a response from those suspected of misconduct. If the editors
are not satisfied with the response, they should ask the relevant employer, institution, or
some appropriate body to investigate.

Editors should make all reasonable efforts to ensure that a proper investigation into
alleged misconduct is conducted. If this does not happen, editors should make all
reasonable attempts to persist in obtaining a resolution to the problem.
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Editors have clear evidence that the findings are unreliable, either as a result of
misconduct or honest error.

The findings have previously been published elsewhere without proper cross-
referencing, permission or justification (i.e. redundant publication). The journal that
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retract the article unless the findings are unreliable. Any journals that subsequently
publish a redundant article should retract it and state the reason for the retraction.

The article constitutes plagiarism and reports unethical research.

The article should be retracted as soon as possible after the editors are convinced that
the article is seriously flawed and misleading.
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« Informing or educating the author or reviewer where appears to be a misunderstanding
or misapplication of acceptable standards.

o A more strongly worded letter to the author or reviewer covering the misconduct and as
a warning to future behaviour.

e Retraction or withdrawal of a publication from the proceedings, in conjunction with
informing the head of the author or reviewer's department, as well as Abstracting &
Indexing services.

o Imposition of a formal embargo on contributions from an individual in the proceedings
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Extension of Planning Poker by

Work Contour Models in Project Management
Jan Bartogka?, Josef Kunhart?, Jiii Pilny®

Abstract. The paper describes the extension of Scrum Planning Poker with work con-
tour Model. Planning Poker is used by an agile team to determine the difficulty of
User Stories without determining the work effort in tasks for every User Story. Work
effort variability affects the team: As it increases, team members’ cooperation and
proactivity decreases, and agile principles may be compromised in the team. The au-
thors propose adding a new characteristic to the Planning Poker based on work effort
models. The proposal builds on previous research by one of the authors on quantifying
Student's syndrome and work contours of work effort. The previous research uses
these modifications for Earned Value Management. Labeling User Stories on the
Scrum Board with new characteristics added to the Planning Poker may affect coop-
eration on the tasks of the User Story during Scrum. User Stories marked as “last-
minute work™ should have set higher priority for team collaboration. The paper in-
cludes a case study for practical use and proposes a hew mathematical model and
concept for work contours and work effort in agile teams. The proposed concept ex-
tends the Planning Poker and enhances adherence to the agile principles in the team.

Keywords: Project management, Agile approach, Planning Poker, Work Contour,
Work Effort, Resource Allocation, Scrum

JEL Classification: C44
AMS Classification: 90C15

1 Introduction

Project management is an effective tool to manage projects and changes within organizations. Project is a tempo-
rary activity undertaken to develop a unique product, service, or result with limited resources. Project teams ac-
complish the outcomes using diverse techniques, such as traditional and agile project management approaches and
methods (PMI, 2021). Human resource management is a strategic approach to managing employees that work in
the organization and constitute its most valuable resource. The purpose of human resource management is to ensure
that organization achieves success via people that collectively contribute to achieve its goals (Armstrong, 2014).
As stated by Smith (2010), human resources may cause problems and negatively affect project development,
productivity, and outcomes due to people’s behavior. Human resources thus make up an important part of projects
and should be approached individually during the project planning. The importance of human resource manage-
ment in project management is pointed out by Dwivedula (2019), who examines relations between project man-
agement and human resource management. The author also mentions the necessity to observe individual behavior
of people and their work effort. The described human behavior causes project delays that negatively affect project
planning and work scheduling.

Project management utilizes methods that derive from network analysis, mathematical methods, and Theory of
Constraints. The most used methods for time analysis of projects are Critical Path Method and Critical Chain
Method, as described and systematically compared by Lechler et al (2005). On one hand, Critical Path Method
cannot fully implement project delays. On the other hand, the more advanced Critical Chain Method permits cre-
ating time reserves for elimination of delays as described in the Theory of Constraints (Kalender et al, 2014).
Leach (1999) introduces presuppositions and starting points derived from the Theory of Constraints, Parkinson’s
law, and Student Syndrome. In this paper, we focus on the Student Syndrome.

Parkinson’s law deals with assumption that the complexity of a task increases with amount of time allotted for the
task completion. The increased task complexity then leads to the need for more resources and time than originally
required (Parkinson, 1991). Student Syndrome is a tendency to finish the assignments until the last possible mo-
ment before deadline. For software projects, this means that developers work at a relaxed pace with a lot of slack

! Department of Systems Engineering FEM CULS, Kamycka 129, Prague, bartoska@pef.czu.cz.
2 Department of Systems Engineering FEM CULS, Kamycka 129, Prague, kunhart@pef.czu.cz.
3 Department of Systems Engineering FEM CULS, Kamycké 129, Prague, pilnyj@pef.czu.cz.
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during the project and postpone their tasks right until the deadline. As result, they waste time required to solve
uncertainties that may impact the project work (Aljaz, 2023). Despite its name, Student Syndrome affects not only
students, but any work environment that involves planning, tasks, and deadlines (Smith, 2010). Student Syndrome
may lead team members to procrastinate, delaying the tasks until the deadline closes in. For people, it is natural to
allocate work effort required to complete the task unevenly during the time interval determined by the task start
and its deadline (Konig and Kleinmann, 2005). Task delays also lead to increased anxiety and stress among team
members. Analyzing the impact of Student Syndrome on work schedules and project planning can provide insights
for more effective human resource management in projects.

Agile software development is a modern approach to managing software projects. The agile approach focuses on
delivery of business value in short iterations, close cooperation with the customer, and fast feedback loop. The
most utilized agile method is Scrum that by a large margin dominates actual agile software development practices
(Kadenic et al, 2023). Scrum defines fixed-time iterations called sprints, team roles, Scrum events, and artifacts,
such as Product Backlog and Sprint Backlog (Schwaber and Sutherland, 2020). Scrum is flexible and productive
software development method that emerged to implement complex software projects in dynamically changing
environments. Scrum is considered a highly productive method to manage and improve projects in software com-
panies (Guerrero-Calvache and Hernandez, 2023).

Usman et al (2014) states that Planning Poker, expert judgment-based methods, and use case points are the most
frequently applied techniques for estimating work effort in Scrum and agile software development. Story points
and use case points are the most used size metrics for estimating task difficulty. Planning Poker is a work effort
estimation technique that empowers Scrum team developers to decide on the difficulty of user stories in the Sprint.
Planning Poker generally utilizes story points for the estimates, even though other techniques are possible. The
results of the Planning Poker are subjective and reflect the consensus of all team members on the work effort for
estimated user stories (Sudarmaningtyas and Mohamed, 2020). In this paper, we define an extension of Planning
Poker with work contours model to deal with the Student Syndrome in the Scrum method. We propose a mathe-
matical model for work contours in Scrum-based projects and perform a case study to verify the model on an array
of user stories from a real project.

2 Materials and methods

2.1 Planning Poker in Scrum method

Scrum method is a widely used agile work approach that the authors define as a “lightweight framework”. The
core event of Scrum is an iteration called a sprint. Sprints are the “heartbeat” of Scrum, where ideas turn into value.
At the beginning of a sprint is Sprint Planning, which initiates laying out the work to be done. This resulting plan
is created by the collaborative work of the entire Scrum Team. The quality of planning and its estimation is then
directly reflected in the value delivered at the end of the sprint. Various techniques are used for estimation in Sprint
planning event (Schwaber and Sutherland, 2020).

fiif
B
(it

—}-ff??f???ffnj%

(Repeat)
Product Sprint Sprint Shippable
backlog backlog (+ * daily stand-up meetings) product
(perhaps in
the form

of user stories)

Figure 1 Scrum method — Sprint artifacts (AXELOS, 2018).

According to Grenning (2002), the best way for agile teams to estimate the work complexity is by playing Planning
Poker. Planning Poker is used as a collaborative planning technique. Planning Poker combines expert opinion,
analogy, and disaggregation into an enjoyable approach to estimating that results in quick but reliable estimates.
Participants in Planning Poker include all the developers on the team (Cohn, 2006).



2.2 Work contour models in Projects

In the papers by Kucera et al. (2014) and Subrt et al. (2021), the authors defined models for the Student Syndrome
and the work contour (in various forms). The authors designed the Student Syndrome as a polynomial function (1)
(Kugera et al., 2014).

p, = —120t* + 240t3 — 150t% + 30t )

The User Stories represent groups of tasks in a project. The work contours for User Stories can be designed as
primitive linear functions. For example, back loaded (2) and front loaded (3) work contours can be defined as
simple expressions (Kucera et al., 2014).

p2 =2t (2)
P =2-12t 3

Both models can be combined for a simple and functional unified work contour of a User Story, as displayed in
formula (4) (Kucera et al., 2014).

p=rp;+ (1 —-1)p, 4)

In (4), parameter r represented the influence of the Student Syndrome (from 0 to 1). Either the influence of the
Student Syndrome (r = 1) or the work contour (r = 0) prevails. The points made and mentioned here can be used
for the purposes of this article, i.e. to extend the Planning Poker with work contour models in Project Management.

3 Results and Discussion

If we want to find an effective solution to express the work effort in a project (Smith, 2010; Kucera et al., 2014;
Subrt et al., 2021), in the case of an agile team (Scrum team), we need to define the relationship between the tasks
and the User Story (Schwaber and Sutherland, 2020). A User Story represents a complex group of the tasks. The
Scrum Team defines a User Story as a subset of tasks to be worked on. Therefore, a work effort with a specific
work contour can be applied to the User Story.

The Planning Poker is obviously used by an agile team to determine the difficulty of User Stories when the Sprint
Backlog is extended. But the team is not concerned with the determination of the work effort in User Stories. The
problem is that the work effort of User Stories leads to variability that affects the team. The Agile Principles may
be compromised: cooperation among members become changeable and proactivity of members increases or de-
creases very fast.

3.1 Extension of Planning Poker

The Planning Poker can be extended with the work effort of User Stories. The value of story points (pi) that the
team quantified for the User Story importance in the backlog can be used as the value of the work effort (e;) of this
subset of tasks. Therefore, we can write (5):

_P
Yp ®)

e

Subsequently, the team can set the type of the work contour of the User Story. For simple use in Scrum, we may
consider the work contour model from the proposal by Kucera et al. (2014). The formula for the work contour can
be extended to (6).

c=e(lp, +(1—1)p,) (6)

We can demonstrate the proposed solution on an explanatory case study, as presented in Table 1.



Story Points

Work effort

Type of contour

(p) (€) (P2)
User Story 1 5 0,082 Bell
User Story 2 3 0,049 Back Loaded
User Story 3 1 0,016 Front Loaded
User Story 4 8 0,131 Turtle
User Story 5 5 0,082 Back Loaded
User Story 6 13 0,213 Back Loaded
User Story 7 20 0,328 Back Loaded
User Story 8 1 0,016 Turtle
User Story 9 5 0,082 Front Loaded

Table 1 Case Study: User Stories from Sprint Backlog with the extension of Planning Poker.

We can calculate the final work contours of the workflow using formulas (1), (5) and (6), where p. is given by the
selected work contour (Kucera et al., 2014). For each User Story, we get a different work effort flow. Varying
User Story difficulty leads to varying difficulty of the work contour in the Sprint. The User Stories in the case
study can be viewed in Figure 2.

Final work effort on the User Stories
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Figure 2 Case Study: Various contours of final work effort in the User Stories.

The User Stories with Back Loaded workflow have significant increase in work effort on both ends (User Story 6,
User Story 7). In contrast with that, remaining User Stories have slowly growing contour throughout the workflow.
The resulting workflows in the Case Study are determined by the work effort () and the type of the work contour

(P2).
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Figure 3 Case Study: The overall work effort in the team during the Sprint.



The total work effort in the team during the Sprint is given by the summation of the partial workflow (in partial
User Stories). In the case study, we showed that the workflow in the Sprint can be variable, it can increase or
decrease at the beginning or at the end. These changes in the teamwork workflow may not be known to the Scrum
Master or Team Leader and may lead to lower efficiency in the project.

4  Conclusion

The paper deals with the possibility of extending Planning Poker with work contour models in agile Project Man-
agement (Scrum Team). The research aimed at formulating a combination of work effort and work contour for
practical use in the team to estimate User Stories that represent subgroups of tasks in the project. Individual User
Stories can be estimated with Story Points as well as marked with expected work contours. The Story Points thus
determine the work effort (relatively to Sprint Backlog). The overall effort in the Sprint (both individual User
Stories and the whole Sprint Backlog) can indicate an increase or decrease in the team’s workload during the
Sprint. This information about the team is new and significantly useful to the Scrum Master or Project Manager.
For further research, it is important to verify the applicability of each team’s work contour models within the
Scrum method and to identify the relationship of observed teamwork effort (workload) during the Sprint as a func-
tion of work efficiency and team maturity.
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Analysis of traffic accidents and weather in the Czech
Republic

Blanka Bazsova , Lucie Chytilova

Abstract. Many factors affect a traffic accident. It can be people’s moods, overwork,
inattention, alcohol, excessive speed, and the weather. Since the latter factor has been
changing a lot recently in connection with climate change, it is necessary to deter-
mine whether these general assumptions exist and affect the accident rate positively or
negatively. The theoretical assumption is that these climate changes are related to tem-
perature fluctuations in the Czech Republic in summer and winter. We are increasingly
experiencing more tropical nights and, conversely, very icy days and freezing spring,
sweltering summer and virtually snowless winter. These factors associated with tem-
perature fluctuations and the number of rainfall events are gaining importance. They
are worth looking at in terms of their monthly evolution over the past seven years.
This article examines the weather and accident rate in the Czech Republic. A model
uses standard accident rate variables (death, serious and minor injuries or material
damage) and weather-specific variables. More precisely, the investigated econometric
model thus includes the mentioned standard variables and average temperature and
precipitation. The relevant model is examined and tested using correlation and re-
gression analysis and their assumptions. Moreover, based on a detailed analysis, the
dependence between the accident rate and the weather is proven, and it can be seen
that the change in weather generally affects the accident rate positively.

Keywords: Corellation analysis, regression analysis, traffic accidents, weather.

JEL Classification: C44
AMS Classification: 90C15

1 Introduction

Medina et al. (2022) argue that motorists are vulnerable to extreme weather events. Climate change around the
world is likely to increase accident rates further. The impact of adverse weather on the development of accidents is
at the forefront of interest in all countries. The influence of cold weather on accident rates in the Czech Republic
was studied in their article by Brazdil et al. (2022). He focused his research on days when fog, rain, snow and ice
were observed. Brizdil et al. (2022) analysed possible relationships between traffic accidents and weather in the
Czech Republic from 1979-2020. The authors of the above-mentioned article looked at the consequences of these
adverse effects on the number of traffic accidents in a given year and on the number of people who were slightly
and seriously injured. They classified the above "vagaries" of weather into seven categories. They found that
the effect of the relative annual proportion of all weather categories on the number of all accident characteristics
fluctuated and further found that the annual numbers of accidents, fatalities and injuries attributed to individual
weather categories were statistically significant in correlation with the series annual number of days with fog, rain,
snow, ice and gusty winds. The closest relationship appeared for snowfall, with correlation coefficients between
0.76 and 0.94. Klaic (2001) analysed traffic accident data for the Zagreb area from 1981-1982. Klaic (2001) looked
at the possible relationship between the daily number of accidents and the weather conditions that occurred after
5 consecutive days, two days before the specific day of the accident. Edwards (1999) studied the effect of weather
on accident rates in the British Isles, and Amin et al. (2014) studied the impact of weather on accident rates in
Canada.

Kim et al. (2021) studied traffic accidents caused by highway weather conditions. The authors concluded that bad
weather in winter leads to higher mortality than in other seasons. The main causes of highway traffic accidents
include human carelessness, vehicle defects, road conditions and weather factors. Gorzelanczyk (2021) developed
a forecast for the number of traffic accidents in Poland depending on weather conditions. From the above-mentioned
research, it is evident that many authors studied the influence of especially weather conditions on the accident rate
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in their country. The weather is different for every country. It is determined by its location, intensity of solar
radiation, wind speed, cyclonic flow and the season. This article investigates the relationship between weather and
road accidents in the Czech Republic. Average temperatures and average amounts of rainfall will be investigated.
They were obtained from the database of the Hydrometeorological Institute and covered the period from 2018
-2023.

The rest of the paper has the following structure: Section two provides information about the used data and the
environment for which the analysis is given. Section three gives basic info about regression analysis and its
assumptions.

The Results of Analysis section briefly describes this model’s results and future use. The conclusion provides
some conclusions and remarks.

2 Environment of the analysis

2.1 Analysis of variables

In 2023, 94,855 traffic accidents were recorded in the Czech Republic. 455 people were killed, 1,751 people
were seriously injured, and 23,936 people were slightly injured. Total material damage in 2023 reached CZK
7,688 million. The number of accidents has increased slightly over the past ten years, while the number of dead
and seriously injured has decreased slightly. The development of accidents stopped during the Covid era and fell
to 94,920. However, the number of dead and injured in 2020 remains the same on average. If we follow the
development of the number of accidents from 2016 to 2023, then the number of accidents in 2016 was 98,874,
which increased until 2019, then fell below 95,000 in 2020, increased again in 2021 and was just below the
threshold of 100,000. Specifically, 99,144 traffic accidents were registered. As seen in Figure 1, an increasing
trend in the number of accidents was reported from 2016 to 2019, which was subsequently halted by COVID-19,
and a decrease was observed from 2021. Traffic accidents can be influenced by several factors. One of the factors
monitored by the Police of the Czech Republic is the day the traffic accident occurred. The most common accident
day in 2023 was Thursday, followed by Monday as the second most common day. The fewest accidents happened
on Sunday. Most of the accidents were investigated on 1 December 2023. The most tragic day was Friday, 21 April,
followed by 27 May, Sunday, 28 May, Friday, 2 June, Saturday, 3 June, Thursday, 24 August and 13 November,
when 5 people died. The highest increase in the number of fatalities was recorded among motorcycle and truck
drivers (12 fatalities and more). Regarding the causes of traffic accidents caused by drivers of motor vehicles, the
most significant factor in the number of traffic accidents in 2023 was incorrect driving (68.8% of accidents); 183
people were killed in these accidents. In the 1st place, regarding the causes of accidents, I was not paying attention
to the vehicle’s driving. In 5th place was the failure to adapt the speed to the road condition. Excessive speed and
incorrect overtaking. The most tragic accidents were driving in the opposite direction. In 4,766 (an increase of 12
accidents), the culprit of the traffic accident was found to have consumed alcohol. (Police of the Czech Republic

).
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Figure 1 Development of the accident rate in 2016-2023. Source: Police of the Czech Republic

https://www.policie.cz/



2.2 The influence of the weather factor on the accident rate

The number of road accidents may be influenced by several factors. The Czech Republic, with an area of 78
871 km?, is a landlocked country located in the middle of the temperate zone of the northern hemisphere in the
central part of Europe. (CUZK, 2023) Its climate is characterised by mutual penetration and mixed oceanic and
continental influences. It is characterised by a westerly flow with a predominance of westerly winds, intense
cyclonic activity causing frequent air mass changes and relatively abundant precipitation. The heaviest average
rainfall between 2016-2023 was recorded in the months of June to August. The highest average temperatures were
recorded in 2019, in June, when an average of 20.7 degrees Celsius was measured; on the contrary, the lowest was
also measured in 2017, in March, and it was measured at - 5.6 degrees Celsius. When we compare the average
maximum temperatures from 2016-2023 with the long-term average measured from 1990-2020, we find that the
average temperature in the Czech Republic is rising slightly (Czech Hydrometeorological Institute, 2023 ).

3 Regression analysis

Regression analysis is a statistical tool for the investigation of relationships between variables. The usual goals
of regression are prediction or control. Regression analysis gives information about the relationship between the
chosen explained variable (denoted as y) by filling in values for the explanatory variables (X) in an equation esti-
mated from data. Regression analysis also offers a measure of the probable accuracy of its predictions. Regression
analysis for control implies that it could be manipulated with one or more explanatory variables to change the value
of the explained variable.

The multiple regression model combines an equation relating the explained variable y (a.k.a. the dependant
variable) to a set of predictors (a.k.a. independent variables) xj, xp, ..., xx with a collection of supporting
assumptions. The equation of the model describes:

Yr = Bo + Bix1s + ... + BrXs + uy, (1

where B; are regression coefficients of independent variables (B is a constant) and u, expresses the error of the
equation (residuals), model, noise, measurement error, or the sum of the factors not included. Multiple regression
models could also be in the form of logarithms or differences, depending The optimal multiple regression model
describes a data-generating process. The more actual data resemble observations from such an optimal process,
the more reliable statistical results are obtained (such as confidence or prediction intervals).

In addition to the assumed equation (1), the assumptions that complete this multiple regression model are the
following:
1. the independent variables xi, xy, ..., X are non stochastic;
the random errors are normally distributed, i.e. u; N(0, 0'2), that is the normality of residues;
the mean of random errors is zero, i.e. E(u;) = 0;
the variance of random errors is constant, i.e. Var(u,;) = o2, that is the homoscedasticity;
the random errors are uncorrelated, i.e. Cov(u;,u;) = 0 fori # j, that means that model is not autocorrelated;
independent variables xy, xy, ..., xx are collinear, i.e. there is no multicollinearity.

IR

4 Problem solution

The authors of this paper follow the aim to predict the number of traffic accidents. The relationship is examined
by a correlation matrix and, after confirming the right assumptions, is involved in the regression model, which
shows the development of the accidents for the periods claimed. Formulation of the stochastic regression model
according to the above-mentioned topic:

Y = Bo + Bix1; + Paxos + B3xz + Paxar + Bsxs, + BeXer + Uy, 2)

where y, the dependent variable is the number of accidents and independent variables x|,-x¢; are the number of
killed, heavily injured and slightly injured, material damage, the average temperature in the month and the average
amount of rainfall in the month, in that order. The assumption for all regression coefficients had been set up as
Bi > 0wherei = 1,...,6. The introduced model (2) is the main analysis in the following part of the paper.

It must be said that the original data had not been stationary, so the data had changed into different data. After
this change, the Dick-Fuller test tested the data, and all data was stationary. The notation of the variable had been
changing from x;; onto dx;;.

https://www.chmi.cz/



Based on statistical testing, correlation analysis, and econometric testing, three models were selected that are worth
mentioning during this analysis. The specific models, their designations and specifications are as follows:

1. Model A - data not seasonally adjusted and working with independent variables - dx3;, dx4; and dxs;;

2. Model B - data seasonally adjusted and working with independent variables - dx3;, dx4; and dxs;;

3. Model C - data seasonally adjusted and working with independent variables - dxy;, dx3, and dx;.

The specific results of all these models are presented below.

4.1 Model A - Seasonally unadjusted data

A regression model with seasonally unadjusted data is in the following form:
dy, = —0.680 + 1.409dx3, + 4.34 - 10™%dxy, — 0.115dxs; + uy, 3)

The general info about the Model A is given in Table 1.

The coefficient of regression is 72.4% for Model A, and the adjusted coefficient of regression (better for the model
with more independent variables) is 71.5%. So, the model is very good. The model considers three independent
variables at a 5% level of significance: the number of lightly injured, material damage, and the average monthly
temperature. The assumption for §; had been a positive value. However, it is seen that if temperature increases, the
number of accidents decreases. So, it looks like winter weather, snow, and ice are worse than high temperatures and
heat exhaustion, which can be compensated by air conditioning. This model is good, without heteroscedasticity,
well specified, but there is a small problem with negative autocorrelation.

value
R? 0.724
R, 0.715
DW 2.368
value significance
Bo -0.680 0.980
B3 1.409 < 0.001
By 4.34-107° < 0.001
Bs -0.115 0.023

Table 1 Information about Model A

4.2 Model B - Seasonally adjusted data

A regression model with seasonally adjusted data is of the form:
dy, = —0.691 + 1.380dx3, + 5.587 - 10 %dxy; — 31.609dxs; + u;, 4)

The general info about the Model B is given in Table 2.

The coeflicient of regression is 77.2%, and the adjusted regression coefficient is 76.5%. So, Model B is better than
Model A. Again, this model considers the same three independent variables at a 5% significance level. Generally,
the results were similar. In this model, the problem is the assumption about temperature. Overall, even Model B
is specified correctly, it is worse than Model A. This model has quadratic heteroscedasticity cost by dx4 and has a
small problem with negative autocorrelation.



value

R? 0.772

Rgdj 0.765

DW 2.423

value significance

Bo —-0.691 0.860

B3 1.380 < 0.001
Bs  5.587-1076 < 0.001
Bs —31.609 0.025

Table 2 Information about Model B

4.3 Model C - Seasonally adjusted data

A regression model with seasonally adjusted data is of the form:
dy; = 16.250 — 4.142dxy, + 1.943dx3, + 3.985dx4; + uy, 5)

Table 3 gives the general info about Model C.

R? 0.899
thl 4 0896
j
DW 1.999
value significance

Bo  16.250 0.651
B —4.142  <0.001
B 1.943 < 0.001
Br  -3985  <0.001

Table 3 Information about Model B

The coefficient of regression is 89.9%, and the adjusted regression coefficient is 89.6%. So, Model C is the best one.
The model considers three independent variables at a 5% level of significance: slightly injured, material damage,
and the average temperature in the month. Again, this model considers the same three independent variables at a
1% significance level. This model has two 3; negative, so it should be considered if it is in analogy with all theory.
The temperature seems logical to be changed into the negative, but the slightly injured, not really. This model also
has the worst problem with autocorrelation even if it is specified well, and the problem with heteroscedasticity was
not found.

5 Conclusion

The investigation’s results using three regression models confirmed that the accident rate is indeed related to the
number of seriously injured and lightly injured, the amount of material damage, and extreme weather conditions.

This article set out to solve the problem of car accidents and the weather. It is the first article that should lead
to further research by the authors. So the analyses are only basic. However, even here, the results are already
visible. It can be seen that it is probably better to use data with seasonally unadjusted data because the value of
the B; coeflicients seems more realistic for this model - Model A, and also, it is more logical to use data with
season in the Czech Republic if there is a season and the weather changes. Model A also had the least problems
with econometric verification. It is also necessary to focus on a better analysis of the environment - at least, the
temperature would not positively affect car accidents.

For future research, however, it is necessary to focus on improving both the model (trying other types of regression
models or methods) and the database (more variables, a longer timeline, etc.). Despite this, a deeper analysis of
the environment should also be carried out with transport and weather experts.
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Welfare or Poverty of Czech Pensioners during the Energy
Crisis: A Linear Regression Model

Diana Bilkoval

Abstract. The paper is focused on the total net monthly income of the pensioner's
household at the time of the energy crisis, which represents the explained quantitative
variable in the linear regression model. This income represents one of the main char-
acteristics of the quantitative aspect of living standards, and not only for households
of senior citizens. The initial explanatory quantitative variables entering into the
model are number of household members, property of the pensioner's family, number
of living rooms, pensioner's age, municipality size, number of pensioner's children,
age of the pensioner's partner and length of current partnership.

The results of the sample survey are for the year 2022 and include only pensioners
aged 65 and over. The data was provided by the Czech Statistical Office. The length
of current partnership variable was removed from the model due to harmful multicol-
linearity. The sequential F-test showed that the most important explanatory variable
is the number of household members in terms of influence on the explained variable.

Keywords: net monthly income of the pensioner's household, welfare and poverty of
pensioners, negative effect of the energy crisis, multiple linear regression, stepwise
regression, sequential F-test, multicollinearity, B-coefficient, homoscedasticity and
heteroscedasticity

JEL Classification: 131, 132, D12, C51
AMS Classification: 62H12, 62H15

1 Introduction

Linear regression analysis is one of the most commonly procedures used to reveal relationship between various
variables practically in all areas of science and research. For example in archeology [1], agriculture and horticul-
turae [2]-[4], hydrology [5], chemosphere [9], radiology [10], computer science and machine learning [7] and [6].
Usage within the theory of statistics is presented in [8]. This paper is aimed at the standard of living of Czech
pensioners at the time of the onset of the energy crisis in 2022. The data set for this research comes from a sample
survey of the Chzech Statistical Office.

The main quantitative variable characterizing the standard of living of a pensioner's household is the total net
monthly income of the household, as pensioner's households do not necessarily have only income from old-age or
survivor's pensions. This is the explained variable in the linear regression model. The initial set of explanatory
variables is made up of a group of eight quantitative variables: number of household members, property of the
pensioner's family (in CZK), number of living rooms, pensioner's age (completed years), municipality size (num-
ber of inhabitants), number of pensioner's children, age of the pensioner's partner (completed years) and length of
current partnership (completed years). SPSS statistical software was used for data processing.

In this work, the method of least squares is used to estimate the parameters of the linear regression function. The
method of least squares is commonly used in the construction of regression models. The method of least squares
provides sufficient parameter estimates only when all assumptions about the data and about the regression model
are simultaneously met. If these assumptions are not met, the least squares results lose their properties.

2 Construction and Verification of Assumptions

Table 1 presents a matrix of sample simple correlation coefficients between explanatory variables. This matrix is
symmetric, only the correlation coefficient between length of current partnership and age of the pensioner's partner
variables indicates harmful multicollinearity between these variables. We therefore remove the length of current

! Prague University of Economics and Business, Faculty of Informatics and Statistics, Department of Statistics and Probability, Sg. W.
Churchill 1938/4, 130 67 Prague 3, Czechia, bilkova@vse.cz.



partnership variable from the model. After that, no absolute value of sample simple correlation coefficient exceeds
the value of 0.5. Thus, harmful multicollinearity is not present in the model now. The residuals corresponding to
the model with seven explanatory variables after removing the variable the length of current partnership are shown
in Figure 1.
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length of current partnership 1.0000 -0.0091 0.0096 -0.0211 0.1369 -0.8479 -0.2573 -0.0009
property of the pensioner's fam-  -0.0091  1.0000 0.0638 0.0462 -0.2590 -0.0533 0.0500 -0.1978
ily

number of household members 0.0096 0.0638 1.0000 -0.0728 -0.2485 -0.3291 0.1321 -0.0079
number of pensioner's children -0.0211 0.0462 -0.0728 1.0000 -0.0122 0.0052 -0.0011 0.0684

number of living rooms 0.1369 -0.2590 -0.2485 -0.0122 1.0000 0.0792 0.0251 0.0014
age of the pensioner's partner -0.8479 -0.0533 -0.3291 0.0052 0.0792 1.0000 0.1755 0.0014
pensioner's age -0.2573  0.0500 0.1321 -0.0011 0.0251 0.1755 1.0000 -0.1005
municipality size -0.0009 -0.1978 -0.0079 0.0684 0.0014 0.0014 -0.1005 1.0000

Table 1 Matrix of sample simple correlation coefficients between explanatory variables (output from SPSS)
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Figure 1 Residual plot (output from SPSS)

The stepwise regression process and the forward selection method, which gradually includes the explanatory var-
iables into the model through the sequential F-test, are presented in Table 2. We can see from this table that no
variable is included in the model at the beginning of the procedure. Both the coefficient of determination (R-
squared) and the adjusted coefficient of determination (Adjusted R-squared) show zero percent and the mean
squared error is 2.78534ES8.



We can see from this table that no variables were included in the model at the beginning of the procedure. Both
the coefficient of determination (R-squared) and the adjusted coefficient of determination (Adjusted R-squared)
show zero percent and the mean squared error is 2.78534E8.

Stepwise regression
Method: forward selection
F-to-enter: 4.0
F-to-remove: 4.0

_Step0:

0 variables in the model. 1.091 d. f. for error

R-squared = 0.00 % Adjusted R-squared = 0.00 % MSE = 2.78534E8
Stepl:

Additing variable: number of household members with F-to-enter = 854.518

1 variable in the model. 1.090 d. f. for error.

R-squared = 53.94 % Adjusted R-squared = 53.90 % MSE = 1.56275E8
_Step2:

Additing variable: property of the pensioner’s family with F-to-enter = 102.757

2 variables in the model. 1.089 d. f. for error.

R-squared = 58.78 % Adjusted R-squared = 58.70 % MSE = 1.42932E8
Step3:

Additing variable: number of living rooms with F-to-enter = 45.5871

3 variables in the model. 1.088 d. f. for error.

R-squared = 60.84 % Adjusted R-squared = 60.73 % MSE = 1.3731E8
_Step4:

Additing variable: pensioner's age with F-to-enter = 18.0235

4 variables in the model. 1.087 d. f. for error.

R-squared = 61.57 % Adjusted R-squared = 61.43 % MSE = 1.3538E8
_Step5:

Additing variable: age of the pensioner's partner with F-to-enter = 16.5065

5 variables in the model. 1.086 d. f. for error.

R-squared = 62.36 % Adjusted R-squared = 62.19 % MSE = 1.33293E8
Step6:

Additing variable: number of pensioner's children with F-to-enter = 6.55425

6 variables in the model. 1.085 d. f. for error.

R-squared = 62.65 % Adjusted R-squared = 62.44 % MSE = 1.32615E8
_Step7:

Additing variable: municipality size with F-to-enter = 5.37691

7 variables in the model. 1.084 d. f. for error.

R-squared = 62.88 % Adjusted R-squared = 62.64 % MSE = 1.32082E8

Final model selected.

Table 2 Stepwise regression, forward method and sequential F-test (output from SPSS)

The explanatory variable number of household members was included in the model in the first step, which in-
creased the coefficient of determination to 53.94 percent, i.e. 53.94 percent of the variability of the observed values
of the explained variable total net monthly income of the pensioner's household was now explained by a linear
regression function (at this moment straight line) and the explanatory variable number of household members.
The adjusted coefficient of determination is corrected by the number of parameters of the given regression func-
tion, and its value is always slightly lower than the value of the classic coefficient of determination. Mean squared



error fell in the first step to 1.56275E8. The explanatory variable property of the pensioner's family was included
in the model in the second step, which increased the coefficient of determination from 53.94 percent to 58.78
percent. This means that 58.78 percent of the variability of the observed values of the explained variable total net
monthly income of the pensioner's household was now explained by a linear regression function (at this moment
plane) and the explanatory variable property of the pensioner's family. Mean squared error fell in the first step to
1.42932E8. The method continues step by step, individual explanatory variables are gradually included in the
model, which gradually increases the value of the coefficient of determination and decreases the value of the mean
squared error. In the last the seventh step, the last explanatory variable having a statistically significant effect on
the value of the explained variable was inserted into the model. This is municipality size variable. The multiple
coefficient of determination reached the value 62.88 percent. This means that 62.88 percent of the variability of
the observed values of the explained variable total net monthly income of the pensioner's household was explained
by the constructed regression hyperline and a group of seven explanatory variables (the variable length of current
partnership was not indeed included into the model) and the remaining 37.12 percent indicate the influence of
unspecified factors. Mean squared error fell in the seventh step to 1.32082ES8.

Multiple Regression Analysis

Dependent variable: Total net monthly income of the pensioner's household

Variable Estimate Standard Error T Statistic P-value

CONSTANT 207515 4135.97 5.01732 0.0000

f“’*?le”y of the pensioner’s 0.00062969 0.0000875646 7.19115 0.0000
amily

E“mber of household mem- 11788.7 684.266 17.2283 0.0000
ers

number of pensioner’s chil- -757.815 315.671 -2.4006 0.0164

dren

number of living rooms 2192.82 315.268 6.95543 0.0000

pensioner's age -253.085 54.1545 -4.67339 0.0000

age of the pensioner’s part- 58.6524 13.5507 4.32836 0.0000

ner

municipality size 0.00170211 0.000734045 2.31882 0.0204

Analysis of Variance

Degrees of
Source Sum of Squares Freedom Mean Square F-Ratio P-value
Model 1.91091E11 7 2.72987E10 206.68 0.0000
Residual 1.43177E11 1084 1.32082E8
Total 3.0388E11 1091

R-squared = 62.8837 percent

R-squared (adjusted for d.f.) = 62.6440 percent
Standard Error of Est. = 11492.7

Mean absolute error = 7417.05

Durbin-Watson statistic = 1.88144

Table 3 Results of regression analysis (output from SPSS)

Table 3 shows that all individual t-tests as well as the overall F-test are statistically significant at the five percent
significance level. So, the model is fine as a whole. The value of the Durbin-Watson statistic is 1.88144, so it is in
the interval (1.8; 2.2), we probably have not autocorrelation problem in the residuals. Glaser's test was used to
verify homoscedasticity.



In the column labeled Estimate of Table 3, we find the sample partial regression coefficients linked to the explan-
atory variables in the first column of the same table. We obtain the B-coefficients by multiplying the respective
sample partial regression coefficient by the ratio of the sample standard deviation of the explanatory variable, for
which the respective sample partial regression coefficient stands and the sample standard deviation of the ex-
plained variable. B-coefficients are dimensionless therefore, they allow a better comparison of the influence of
individual explanatory variables on the explained variable.

3 Results

Table 3 determinate the form of linear regression function using the sample partial regression coefficients, see
Table 4. Given the different measurement units of explanatory variables, the values of the sample partial regression
coefficients are given in the form in which they were in the output from the SPSS program, i.e. to a different
number of decimal places.

Total net monthly income of the pensioner's household = 20751.5  + 0.00062969 - property of the pensioner's family +
+11788.7 - number of household members —
— 757.815 - number of pensioner's children +
+2192.82 - number of living rooms —
—253.085 - pensioner's age +
+ 58.6524 - age of the pensioner's partner +
+0.00170211 - municipality size.

Table 4 Final linear regression function

In addition to the constant 20751.5, Table 4 shows sample partial regression coefficients that indicate how many
units the value of the explained variable in average changes (increase in the case of direct linear dependence when
the sample partial regression coefficient is positive or decrease in the case of indirect linear dependence when the
sample partial regression coefficient is negative), if the value of the explanatory variable for which the relevant
sample partial regression coefficient is located increases by its one unit, provided that the values of the other
explanatory variables do not change. For example, sample partial regression coefficient +0.00062969 shows that
if the explanatory variable property of the pensioner's family increases by one CZK, the explained variable total
net monthly income of the pensioner's household increases by 0.00062969 CZK on average, provided that all other
explanatory variables remain unchanged. Sample partial regression coefficient —757.815 means that each addi-
tional child of a pensioner means a decrease in the total net monthly income of his/her household by 757.815 CZK
on average, assuming that all other explanatory variables are constant.

Variable Standard deviation B-coefficients
total net monthly income of the pensioner's household 16,681.68014 CzK -
number of household members 0.754536 members 0.533220
property of the pensioner's family 3,811,941.928290 CZK 0.143891
number of living rooms 1.302788 rooms 0.171253
pensioner's age 6.638859 years —0.100721
municipality size 498,330.4896 inhabitants 0.050847
number of pensioner's children 1.320602 children —0.059992
age of the pensioner’s partner 7.179774 years 0.025244

Table 5 Standard deviations of individual explained and explanatory variables and conversion of partial re-
gression coefficients to dimensionless B-coefficients

The disadvantage of these partial regression coefficients is their dependence on different measurement units of
explanatory variables, which makes it impossible to compare the intensity of the influence of individual explana-
tory variables on the explained variable. The so-called B-coefficients overcome this disadvantage, see Table 5.

If we compare the absolute values of the B-coefficients from Table 5, then we get the order of the explanatory
variables which the most influence the explained variable down to the explanatory variables that influence the
least the explained variable (either directly or indirectly), see Table 6.



Order  Variable The absolute value of the B-coeffi- Direction of dependence

cient
1st number of household members 0.533220 direct
2nd number of living rooms 0.171253 direct
3rd property of the pensioner's family 0.143891 direct
4th pensioner's age 0.100721 indirect
5th number of pensioner's children 0.059992 indirect
6t municipality size 0.050847 direct
7t age of the pensioner's partner 0.025244 direct

Table 6 The order of the explanatory variables the most influencing the explained variable

4  Conclusions

Considering the group of explanatory variables analyzed, the explained variable total net monthly income of the
pensioner's household is the most directly linearly dependent on the explanatory variable number of household
members, further on the explanatory variable number of living rooms and on the explanatory variable property of
the pensioner's family. The explained variable total net monthly income of the pensioner's household is the least
directly linearly dependent on the explanatory variable age of the pensioner's partner and on the explanatory vari-
able municipality size. The linear dependence of the explained variable total net monthly income of the pensioner's
household on the explanatory variables pensioner's age and number of pensioner's children is indirect.
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Asset return as a vague element in investment portfolio se-
lection: fuzzy mathematical modelling

Adam Borovi¢ka®

Abstract. The return, or its level, is often an unstable factor of the intended invest-
ment. It can be expressed deterministically (e.g. by a mean) or stochastically (as a ran-
dom variable with a particular probability distribution). The first option loses some
valuable information. The second option can complicate subsequent, particularly
computational, tasks when expressing a random process explicitly. Another view is
represented by use of the apparatus of fuzzy set theory. Return as a (triangular) fuzzy
number — fuzzy return — can adequately quantify the approximation, or vagueness,
associated with its expected value. The triangular form offers several particular com-
putational advantages. Their eventual comparison also proceeds more easily. Thus,
processing such fuzzy information with a mathematical model for the selection of an
investment portfolio need not be difficult. However, a crucial issue is the determina-
tion of the three parameters of the fuzzy number, which is sometimes neglected in
papers on this topic, although it can logically significantly affect the result. The appli-
cation power of the fuzzy return concept integrated into the mathematical program-
ming model is demonstrated through a case study of ESG mutual fund portfolio se-
lecting.

Keywords: fuzzy return, mutual fund, portfolio selection, triangular fuzzy number

JEL Classification: C44, C61, G11
AMS Classification: 90B50, 90C30

1 Introduction

Investing is an increasingly powerful phenomenon. On the one hand, people try to value their spare funds. On the
other hand, they are understandably worried about losing them. After all, as the report of the Ministry of Finance
of the Czech Republic (2024) shows, the desire for profit, in the best sense of the word, is getting stronger, the
number of investors, and consequently the assets in investments, is getting larger. However, the fear of loss, or of
"something unknown", is absolutely justified, not only in Czech society, it is still strongly rooted. The world of
investments is unstable, volatile, full of sometimes difficult to predict situations and processes. Nevertheless, an
effort is made to capture all these aspects in order to streamline the investment decision-making process.

Such probably the most debated aspect of investment is the return. Not surprisingly, appreciation is the main
purpose of the investment. Forming a realistic expectation is a daunting task. The return can be derived using
a simple deterministic characteristic, usually the mean. This characteristic represents only a sort of 'most common'
scenario. The part of the information reflecting alternative developments is lost. The return can then be seen as
a random variable, which by its regular distribution of its values, gives a more comprehensive picture of its form.
The presence of a stochastic element, however, rather complicates the mathematical and technical processes of
investment portfolio selection in particular, and investment decision-making in general. Stochasticity is not always
easy to describe or quantify, especially because of the existence of potentially influencing non-random factors
such as political, social or cultural. Such a vagueness can be expressed using fuzzy numbers. Specifically, a fuzzy
number can effectively quantify the instability of the return. Moreover, the fuzzy element, unlike the stochastic
one, can be relatively easy to integrate into mathematical model for portfolio selection.

The concept of fuzzy return is elaborated in a number of scientific publications. Most commonly, fuzzy return is
expressed using triangular (Duan and Stahlecker, 2011; Mandal et al., 2024; Li et al., 2009; Qin et al., 2011; Li et
al., 2009); or trapezoidal (Mansour, 2019, Mashayekhi, 2016) fuzzy number. The reason is the piecewise linear
membership function, ease of computational operations or known technical comparison. Objects with such prop-
erties are then easier to work with in the mathematical description of the real, in our case, investment world. The
correct specification of the fuzzy return depends on the setting of the parameters of the particular fuzzy number.

! Prague University of Economics and Business, Department of Econometrics, W. Churchill Sg. 4, Prague, Czech Republic,
adam.borovicka@vse.cz.



Since this task may not be easy, | propose to use a fuzzy structure with fewer parametric inputs, i.e. a triangular
fuzzy number. Even in reputed journals, such as Applied Soft Computing and similar, articles operating with fuzzy
return, mostly do not explain much just the determination of parameters, neither theoretically nor practically. Em-
pirical analyses rather operate with illustrative data, which, moreover, have been "somehow determined". There-
fore, the genesis of the parameters of fuzzy returns will be given due attention. The main goal of the paper is then
to present a comprehensive multi-objective fuzzy mathematical programming procedure based on the model ac-
cepting the strict and fuzzy data, and other necessary requirements and characteristics shaping the portfolio com-
position. Special emphasis will be placed on the specification of fuzzy elements, specifically on the determination
of parameters of triangular fuzzy numbers describing the return.

The practical part of the paper aims at demonstrating of the application power of the proposed concept based on
fuzzy mathematical programming in real decision making in the Czech capital market. The closeness to reality is
enhanced not only by a proper reflection of the instability of the most important characteristic of the investment,
but also by taking into account the increasingly strong role of environmental or socio-legal impact. Today very
popular ESG? mutual funds, provided by the largest bank operating on the Czech market, are then considered for
investment. The output of the fuzzy optimization process in the form of a portfolio composition appears to be a
robust decision support methodology in a sometimes-uncluttered financial environment.

The structure of the article is as follows. After the introduction, in Section 2, the return as a vague element, or
fuzzy mathematical model is described. Subsequently, in Section 3, the proposed methodological approach is ap-
plied to real portfolio selecting in the capital market with ESG funds. The results are analyzed and summarized
from a practical-theoretical perspective. Finally, challenges and ideas for further research are outlined.

2 Return as a vague element

Return as a vague, approximate, element can be effectively expressed, or quantified, using a triangular fuzzy num-
ber. This section describes the genesis of the fuzzy expression with subsequent integration into a complex mathe-
matical model reflecting a multi-objective view in investment portfolio making.

2.1 Fuzzy return

Let ©,i=12,.., p, denote the fuzzy return of the i-th asset expressing by fuzzy number, formalized by the triplet
(r™, T, r™), with the following triangular membership function

0 riSrimi”\/rinimaX
min
ri_ri min =
F_rmin r<r<r
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/uﬁ(ri)z e ' @)
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where r,,i=12,..., p,is a possible strict value of return of the i-th asset. As mentioned in the introduction, the

scientific publications do not deal much with the genesis of the parameters of fuzzy numbers. A notable exception
is Vercher (2008), who describes the computation of four parameters of a nonlinear fuzzy number based on statis-
tical parameters (percentiles). This approach is inspiring because it captures the stratification, and hence the posi-
tion, of the observed characteristic. Deciding on the percentiles used can be a minor challenge. Thus, | propose to
simplify the process by using descriptive statistics of the (geometric) mean, and associated outliers. We are thus
given essential, complex information about the return at its average (expected) growth rate and the range in which

it can move. Then the average T, minimum r™ and maximum r™ return of a historical period divided into T

subperiods can be formalized as follows

:
N= T,/l;[ G, G =min(g), M =max(n)  i=12,..p, @

where r,,i=12,...,p,t =12,...,T,is the return of the i-th asset in t-th time subperiod.

min

2 Abbreviation from Environmental-Social-Governance



2.2 Fuzzy mathematical modelling procedure

There are many models of fuzzy multi-objective optimization. Some methods, or models, are based on the principle
of utility maximization (Marler and Arora, 2010). Others try to minimize the distance from the ideal solution.
These techniques can also include fuzzy goal programming (Razmi et al., 2016). Finally, a lexicographic approach
(Ojha and Biswal, 2009), or a technique working with aspiration levels in the vague form (Zheng and Brikaa,
2022) could be useful.

Even considering the specificities of a rather more passive investment strategy, | suggest to choose a procedure
requiring rather less information from a usually inexperienced investor (decision maker). Techniques based on
aspiration or goal levels are very challenging in this respect. Fuzzy approaches, across the aforementioned (e.g.
Ghanbari et al., 2020), using a-cut to optimize, are also information intensive, as determining the cut value may
not be a simple, but crucial, task. The lexicographic approach is not a suitable evaluation technique for the practical
purposes announced due to inadequate discrimination of some criteria. The possible combination of strict and
fuzzy input data does not technically favor the application of the principle of utility maximization, or weighted
averaging, hence distance measurement, where, moreover, the choice of the appropriate metric is a difficult issue.

Based on the above, | propose an optimization methodology that does not require hard-to-find information, incon-
venient decisions, and accepts a specific data base. Furthermore, it will reflect the investor's essential requirements
or characteristics of the investment, which may be perceived by the investor with different importance. From
a technical-algorithmic point of view, the procedure should be understandable, user-applicable in investment prac-
tice without major obstacles. Such an approach is the hitherto unmentioned minimum component maximization
approach, which is an essential conceptual aspect of the optimization model below. Let us therefore design the
methodological process in the following few steps.

Step 1 Let f;(X)=c/x, je I UIf™, or f,00=8x=(f (9 f;"(x), f/(x) jeI"UI™, denote the ob-

jective function with strict coefficients ch =(Cy;,C,;,--Cy), OF fuzzy coefficients (":jT =(C,;,C;;,--C,;), Where the

- - . - | u - - |
partial coefficients are represented by the triangular fuzzy number ¢; =(cj,cj,c;),i=12,..,p, je If" L IF™.

X = (X, X,,..., X, )" represents the vector of p variables. The set 3™, or J{® includes the indices of minimizing,

or maximizing objective functions with the strict coefficients. Similarly, the sets 3™, or J[™ contains the indices

of minimizing, or maximizing objective functions with the fuzzy coefficients. The weight of the j-th objective
function is labeled as w;.

Step 2 The basal and ideal values of each objective function are determined. Let the set X give all relevant require-
ments and condition of the problem. Then the strict ideal value fj' ,jedfM U™, is determined through the one

objective model minimizing, or maximizing strict objective function on the set X. Similarly, three partial models
are solved in the case of fuzzy objective functions in order to gain ideal values of three parameters

fl=(f" " 1), je I UI™. The basal value of the objective functions, marked as f?, j € 37" L™, or

.FB _ (f BI f Bm
i T
mined with respect to the optimal values of the other objective functions. The extreme values of the objectives
serve not only for the standardization of their values and thus the subsequent simultaneous optimization, but also

as valuable information for a decision-maker (investor).

) e JIM™ U™, is not determined by a solitary finding the opposite extreme, but is deter-

Step 3 The model attempts to simultaneously optimize the values of the considered characteristics (objective func-
tions) under strict conditions forming the set X. The fuzzy model using the declared maximin principle is then
formulated in the following form.

max «o

H min f'B - f(X) . max f-(X)— f-B
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Xe X,

0<a<l.



The positive weights are standardized. Their sum over all criteria is one. They can be determined through different
approaches, such as the scoring method. The indicator o represents the weighted minimum characteristic compo-
nent or the weighted grade of membership of the fuzzy solution. The interval of its values is thus understandable.
In order to find the solution of a fuzzy model (3), its transformation must be used. This process can be based on
the simple principle of comparing fuzzy numbers using strict partial relations of their parameters. The final strict
mathematical model then is specified as

max o
_ - f (x f (x —fB
jed™ (@- W)—f(l)_a; jed® -w)——5— J() >a,
- £2— (%) f.Bm—f.’“(x) B fu(y)
]EJF (1 W)Wza, CL_WJ)WZOI’ (1 W)J—flu_ , (4)
] . fl(X)—f.BI f.m(X)—f.Bm ( ) fBu
jedr™ (- W)ﬁza: A-wW) = 2 (1_WJ)W—G’
Xe X,
0<a<l

In investment practice, the model will most often be in a linear or quadratic form, which determines the choice of
a suitable solution finding method, usually through some software. The solution of the model provides, through
the values of variables, the resulting shares of assets in the portfolio exhibiting specific characteristics quantified
by the values of the objective functions.

3 ESG mutual fund portfolio selection

The empirical part is devoted to demonstrating the applicability of flexibly quantified returns in investment prac-
tice. The intention is to cover a broader range of investment cases, hence the choice of a longer-term investment
policy reflecting today's increasingly intense drive towards financial security in retirement.

3.1 “Green” longer-time investment strategy

A recent survey conducted by the Czech Capital Market Association shows that approximately three quarters of
respondents are looking for a longer-term appreciation of their available financial resources in order to save for
retirement age, or maintain an active lifestyle in old age (AKAT, 2024). A long-term strategy with this purpose is
usually conceived more conservatively, with a rather passive approach to portfolio management. Therefore, let us
imagine one (not necessarily) of the 4.5 million clients of Ceské spofitelna — bank with the largest client share on
the Czech market. Apart from the key characteristics (return, risk, etc.), it also takes into account an increasingly
important criterion, namely the environmental and social impact of the investment. Therefore, the increasingly
popular ESG mutual funds, managed by Ceska spofitelna, or Erste Asset Management, with sufficient history
reflecting a long-term investment view, are preselected. They are listed with all characteristics in Table 1.

Fund name Return [%)] Risk [score]| Cost [%]
ESG Mix 10 -3.53 0.20 2.51 2 1.13
ESG Mix 30 -4.65 0.22 4.89 2 1.52
ESG Mix 50 -7.50 0.23 5.51 3 2.26
Erste Bond Europe-High Yield -9.33 0.05 5.52 3 1.17
Erste Bond Euro Corporate -3.99 -0.10 4.85 3 0.71
Erste Stock Comodities -14.05 0.77 16.74 4 2.08
Erste Stock Biotec -12.69 0.34 17.96 5 2.07
Erste Stock Global -11.56 0.98 10.26 4 2.07
Erste Responsible Stock Global -11.73 1.04 11.39 4 1.79
Erste Stock EM Global -20.84 -0.16 11.51 4 2.09
Erste Responsible Stock America | -9.12 1.23 14.50 5 2.04
Erste WWF Stock Environment -19.29 0.91 18.17 5 1.77

Table 1 ESG funds and their characteristics, Source: Ceska spotitelna Investment center (2024), self-calculation



Investing in mutual funds is undeniably shaped by return, risk and fee characteristics. In order to reflect longer-
term trend, return is calculated from historical data over a five-year period from January 2019 to January 2024.
This period demonstrates both larger falls or rises (e.g. in 2020) and subperiods of calmer development. The return
as a fuzzy characteristic is measured through the formulas (2). The risk is to a large extent already expressed by
the fuzzy return specification itself. However, in order to make a partial assessment according to this characteristic,
the official scale of riskiness (1,7) can be used. Costs include all fees paid on a continuous basis (audit, licensing,

management, etc.). The entry fee is eliminated because of its one-time nature and minimal variability across the
selected funds.

The purpose of a longer-term investment, in particular financial security for retirement, can accelerate risk aver-
sion, which is ultimately confirmed by the AKAT (2024) research mentioned above. Investors fear loss, and even
fraud, from the issuer or intermediary. This concern should be more fundamentally allayed by selecting mutual
funds from a reputable investment company. A user-friendly scoring method is used to quantify the investor's
preferences or estimate the weights of the criteria. Although this is a more conservative strategy, capital apprecia-
tion is an essential purpose of investing. Return is therefore the most important characteristic, followed by a not
inconsiderable aversion to risk, with a relatively conciliatory view of fees. The subjective preference decision on
an integer scoring scale <1,10>, with objective weighting, is as follows: return (score 9; weight 0.429), risk
(8, 0.381), cost (4; 0.19). Finally, to avoid one-sided or conversely fragmented portfolios, a limitation on the share
of one asset in the portfolio is added. In the spirit of diversifying the number of assets, hence investment practice,
a minimum of four, and a maximum of six funds will make up the portfolio. The share of one fund will thus be in
the range of (15,25) %.

3.2 Portfolio selecting through the customized model

To select the most appropriate mutual fund portfolio, the following strict model (following (4)), obtained from the
original fuzzy version (3), is solved.

max «
" _(_ mT _ T B
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where X = (X, X,,..., X,)" is a vector of the variables expressing the share of the mutual funds (in the order listed
in Table 1), y =(Y,, ¥, Y5,)" Iis then a vector of binary variables involved in the limitation for the fund share,
e’ =(11...,1). d"x, or c"xis a strict function representing risk, or cost of the investment portfolio. Then vector
d"=(d,,d,,..d,), or c" =(c,C,,..,C,) contains the risk, or cost connected with the particular mutual fund.
The portfolio return is described by fuzzy objective function f = (r'Tx, rmx, r“TX) , whose parameters reflect the
lower, medium and upper investment return, where ' =(c',r/,..r)), r™ =" r",...t")and

rv = (r',r),...,1,) are the vectors including lower, medium and upper returns of particular funds. The ideal and

basal values are determined through a declared one-objective optimization process. Model (5) of partially binary
linear programming can be easily solved, for example, in Lingo software.

3.3 Result discussion

The optimal solution of model (5) forms the following portfolio compaosition: 18.35% ESG Mix 30, 17.87% Erste
Bond Euro Corporate, 25% Erste Stock Comaodities, 18.79% Erste Responsible Stock Global and 19.99% Erste
Responsible Stock America. The (fuzzy) return of the portfolio is (—9.11,0.66;10.99)%, risk 3.65 points and cost



1.68%. In order to eliminate any misunderstanding of the fuzzy return level, an average characteristic (medium
parameter), or a more complex indicator (weighted) averaging the three parameters, may not be presented. Not
surprisingly, the portfolio tends to be closer to the basal value in the case of the less important characteristics.

The fund with the largest share is one of the few that has a positive difference between maximum-mean and
mean—minimum values of return. This positive asymmetry keeps the fund in the portfolio even with more im-
portant return over risk preferences. Only when a relative return importance is substantial, this or other funds are
replaced by the Erste Stock Biotec fund, which is dominated by a positive asymmetry with a positive mean return.
However, its high riskiness does not fit well within a more conservative investment strategy. Given the consider-
able significance of the risk, the presence of funds with the lowest score of riskiness was expected. However, ESG
Mix 10 does not participate in the portfolio because its negatively asymmetric return is not strong even in its
average form. It would only become part of the portfolio assuming a significantly lower return weighting with
strong risk aversion. Far better in this respect is ESG Mix 30, which shows solid, an almost symmetric, triangular
return. In contrast, the Erste Stock EM Global fund, with its significantly negatively skewed (extreme) return, can
hardly make its way into a portfolio of various preferences. On the other hand, another stock fund with the highest
level of risk participates in the portfolio, namely Erste Responsible Stock America, which, while having a slightly
weaker positive triangular return asymmetry, exhibits a much larger, even the largest, average characteristic value.

It certainly begs the question of whether the fuzzy measure of return fundamentally affects the outcome. So, let's
measure the return strictly, using only the average value (medium parameter of fuzzy number). Maintaining the
idea of strict evaluative optimization, the portfolio will be as follows: 18.88% ESG Mix 10, 16.12% ESG Mix 30,
15% Erste Bond Europe-High Yield, 25% Erste Responsible Stock Global and 25% Erste Responsible Stock
America. At first glance, the composition of the portfolio is quite different. Not surprisingly, with the importance
of return and risk criteria almost equal, the least risky funds ESG Mix 10 and 30 are more prominent. When outliers
are eliminated, funds with negatively asymmetric return funds with its decent mean, such as Erste Responsible
Stock Global, can play a significant role in the portfolio. In contrast, Erste Bond Euro Corporate, with its negative
average return, has no chance to participate in the investment. Only the extreme values show a positive skewness
of its return, which secures it a place in the former portfolio.

4 Conclusion

This paper highlights the role of return as a vague element in the portfolio selection process. The return is con-
ceived as a triangular fuzzy number with uniquely calculated parameters. It is then integrated into the proposed
fuzzy multi-objective mathematical model, as the basis of a comprehensive investment portfolio selecting proce-
dure. Investment practice with mutual funds then demonstrates the power and usefulness of integrating fuzzy in-
formation, especially when possibly combined with strict input data. Considering not only the average return, but
especially its outliers, allows for a more convenient description of the characteristic over historical time, especially
its dynamic structure potentially effected by factors of different nature. Such an apparatus can more successfully
describe investment reality, potentially leading to more representative decisions. The various composition of the
ESG funds’ portfolios, reflecting only strict, or in combination with fuzzy, returns, provides supporting evidence.

Since many publications do not deal much with the actual determination of fuzzy return parameters, this issue
deserves an even deeper theoretical-application study. The fuzzy model could be extended with the concept of
fuzzy relations, which would broaden its application potential. It could then reflect the investor's approximate
preferences, hence the interactive process of portfolio revision leading to investor satisfaction. Fuzzy relations are
actually related to the technique of comparing fuzzy numbers, which would also deserve a deeper analysis.
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Review on assortment selection problem integrated with ca-
pacitated multi-product order optimization

Tomasz Brzeczek!

Abstract. Assortment planning belongs to operations research classical problems.
The optimal order for a random demand product is solved with the newsvendor model
application. However, the optimal order of assortment maximizes expected profit sub-
ject to total budget or other common constraint for products. This research provides
literature review on model extensions and solving techniques for the multi-product
problem. Economic aspects prevailing in research are specified. General assortment
planning research statistics checks integration with other techniques.

Keywords: assortment planning, capacity constraint, newsvendor, stochastic demand

JEL Classification: C44
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1 Literature review (Automatically Numbered)

Classically newsvendor problem called hereafter NV was inventory single-period problem (SPP). (Khouja, 1999)
presented review of 92 research and classified them into 11 extension categories. The multi-product problem is
one category that was concerned in 5 references. These were focused on budget constraint optimal solving proce-
dures especially Lagrangian multiplier iterative solving or alternatively dual problem with much smaller number
of variables and shorter running time. Other extension category contained 7 references concerning the multi-prod-
uct problem with substitution. NV’s total expected profit increases due to substitution because stock shortage is
compensated with overstocked substitute. Khouja has been cited in 270 following papers for 25 years. More and
more visibility was gained by multi-product problem (MPNP). To check extensions subsequent development and
application popularity we perform statistics of 90 papers citing (Lau & Hing-Ling Lau, 1995) that were among
first to cover multiple resources constraints. To cross-validate whether industry application studies introduce
theoretical model extensions we extended citing references by 59 papers referring to NV research and industrial
application (Rajaram, 2001) as of May 2024 was indicated. No duplicate were found in those two groups of refer-
ences. Declared key words and titles were checked to classify type of application context into categories like:
assortment planning, product-mix inventory management, demand analysis covering for sales forecasting.

Recent reviews of the literature treated about price-dependent demand and supply chain relations aspects (Qin et
al., 2011), and multi-product extensions (Mu et al., 2019; Turken et al., 2012). We try to identify potential of
MPNP extensions to constraint versus to objective function. We found also papers extending both simultaneously
like (Amaruchkul, 2021) that solves labor supplydemand transportation constraints to minimize cost of dynamic
random yield of sugarcane.. We refer to models concerning some typical management applications like the case
of company budget constraint with multi-product marketing effort of a company. To assess the integration of
theoretical extensions research into economics theories and applications we did literature statistics.

Reminder of this paper is following. Section 1 starts with literature review subsections: NV formulation, typical
constraints of MPNP, objective functions adapted from single-product to MPNP by aggregation, demand para-
metrization in MPNP. Section 2 provides statistical analysis in both literature groups that are theoretical versus
applied research references. We conclude with findings and some points for future research.

1.1 NV problem

The following notation is used (Khouja, 1999):
e x quantity demanded, a random variable with probability density function f (x) and cumulative distribu-
tion function F (x);
e () is order quantity for which optimality is denoted with Q*;
e P isregular selling price;
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e ( is unit cost;

e S is underage unit penalty cost, if it doesn’t apply S = 0;

e V is salvage value for overage unit;

e i=1,2,..,mis product index.

The classical formula for expected profit found in the literature is (Khouja, 1999):

o o Q
E(m)=P+S-— C)f Qf (x)dx —Sf xf(x)dx + (P — V)f xf (x)dx
Q Q 0
(1)
Q
- [ efwax

where E (*) is the expectation operator. Let’s compare it with formulation from (Qin et al., 2011) that we denote
consistently with notation of formula (1):

Q ©
E(n) = f [Px — CQ +5(Q — 0)1f (x)dx + f [PQ — CQ — S(x — Q) f (0)dx
o . @)

=P -Nu-(C-V)Q-P-V+SESQ)

where p is the mean demand and ES(Q) represents the expected shortage units assuming Q units are stocked and
can be determined as f;[(x - Q)]f (x)dx.

Subject to budget capacity and other constraints that have many variants concerning applications discussed further.

1.2 Constraints

The simplest MPNP just contains the optimal orders of all products calculated independently. Each product order
quantity has to meet a constraint by itself. The best example is service level constraint used by (Urban, 2000) for
each product. However, his model that has no common all-product constraint covers for each product dynamic
multi-period demand. Details are presented in Table 1.

Constraint type Formulation Where Reference
: m m ! . .
Replenishment Z CQ'; + z oK', < B ’ Q- replem;hment (Moon & Silver,
cost budget i=1 i=1 K'; — fixed replenishment cost 2000)

B — budget limit
e'; — replenishment dummy

Service level ta71 ¢ — static service level (Urban, 2000) consid-
Z F.(Q)) = 1o T = t, — t; —number of peri- ers single product
t=t, ods under consideration model that is easy ex-

P =G+ S Negative C; follows from two tendable to multi-
¢ = P, +V;+S; options of defining V: product problem

C; < V; <0 salvage value
V; > 0 — disposal cost

. m m . . .
Disposable budget C,0; + Z BiK, < B, Bﬁ — Budget that maximizes (Rajaram, 2001)
i=1 i=1 all products expected profit
B, = " .0} X € <_0, 1) — disposable
i=1 Bi=1, forQ; >0
K; — fixed cost of product i
Supplier quantity Zm ki ¢ 0 diy < Q; < d{; —discount  (G. Zhang, 2010) for
discount im1Ljoy i segment j in which is solved ~ income integrals cal-
= order cost product i order quantity culus stay Q; while
yij = 1if product is pur- costs cover for Q;; at
chased at price segment j cost j
Transportation of Z’ = w x;j — workers to go from (Amaruchkul, 2021)
workers under dy- = 0 source i (its supply is s;) to  solves labor supply to
namic yields z] < destination j (demand is wy) 46 provinces farms
le‘/ = S for two products



forecast and de- expected profit maxi-
mand for workers mization

Table 1 Constraint categories in MPNP extensions

Constraint formulated to cover jointly for products’ order quantities satisfies limit of common resource.For exam-
ple all-product order spendings are limited with budget amount. Also limited space is allocated for products.
Weight in kilograms is another typical limitto assortment ordered Main method used in the literature was Lagran-
gian based approach with standard expected profit function being summed for multi-product analysis under one
common constraint. (Lau & Hing-Ling Lau, 1995) were first to report an issue of such approach. Namely, negative
solution for at least one order under tight constraint of resource. (L. L. Abdel-Malek & Montanari, 2005a); (L. L.
Abdel-Malek & Montanari, 2005b) developed dual solution space procedure for two tight constraints problem
with large number of products with order quantity lower bound of 0 and shows the lower bounds of the minimum
amount of the resources required to include each of the contending products in the solution. This iterative solving
technique workhas been developed for other probability distributions in subsequent work of (L. Abdel-Malek et
al., 2020).

Challenging is also extension of budget constraint as well as expected profit function with fixed costs and dummies
of product selection (Amaruchkul, 2021);(Moon & Silver, 2000);(Rajaram, 2001). All of them proposed heuristic
procedures to receive a sub-optimal solution. Performance of the solution is assessed in percentage of upperbound
of the maximum profit solution solved from Lagrangian dual problem for dummies set to 0 according to product
profitability heuristic results or negative order quantity for first iteration solution.

1.3 Objective

If constraints are complex to solve then usually expected profit standard formulations (1-2) are used. These and
other formulations of objective function are set in Table 2.

Objective’ Reference Multi-product or- Dynamic
ders constraint (multi-period)
Target ROI probability (Thakkar R.B. et al., 1983) 0 0
E (m) — expected profit/mis- (Moon & Silver, 2000) 1 1
match cost
The cost of periodical adjust- (Urban, 2000) solves single 1 1
ment of order quantity product supply to dynamic de-
W, = {W' Q¢ # Q1 mand with network program-
0, Qr=0Q ming. Introduces multiproduct
Minimize risk of profit (Vaagen et al., 2008) 1 1
Utility function (Wang & Webster, 2009) 0 0
The probability of a target (Shi et al., 2010) 1 0
profit
Profit = (Amaruchkul, 2021) plans labor 1 1
Revenue — for harvesting random yield.
Labor cost — 1) — minimum placement cost
Placement cost of supply source i to province j
Cost-volume-profit (Kamrad et al., 2021) 1 0

Table 2 Objective function formulations

!For more extensions to single product NV objective proposed in 80’s and 90’s see (Khouja, 1999). We focus on main extension
types which objective functions were adapted to multi-product problem or dynamic multi-period demand. Moreover, “1” iden-
tifies models and solving procedures that cover for common constraint to order quantities like capacity or budget constraint.

1.4 Parametrization

The most popular as well as practical issue is the demand distribution parametrization in MPNP. Sales are often
modelled with joint distribution of demands or with substituteleftover aggregation with other substitute shortage.
Therefore, we differ between multi-product models with:

e theoretical demand distribution for example: normal, Poisson, exponential, binomial,

e so called distribution-free that is the worst-case demand,

e data driven forecast of demand,



e demands substitution relation model.

Reference Distribution Single/multiple product
(Alfares & Elmorra, 2005) Mean-variance, the worst case demand Single. Resource constrained
multi-product
(Vaagen et al., 2008) 2-point equally likely with substitution Sport apparel product variety
(Huber et al., 2019) Empirical with machine learning Bakery assortment
(Amaruchkul, 2021) Yield distribution mean and standard de-  Green or burnt sugar cane

viation predictions from historical data
smoothing models updated with image-
based yield prediction technology.
(Urban, 2021) Location scale demand distribution Single product profit values
range for order quantity deci-
sion

Table 3 Parametrization. Particularly demand parametrization issue

More and more visibility receive data mining or machine learning approaches to demand forecasting based on
sales data. Surprisingly, (Huber et al., 2019) find the profit advantage of this approaches applied to big data sales
set in more precise forecasting demand for each product separately and subsequently solving classical or percentile
NV problem. For a benchmark they examined supply order optimization integrated with profit model derived from
empirical sales data mining. (Hrabec et al., 2023) thoroughly analyze demand, pricing and marketing effort in NV.

2 Statistics of NV citing assortment planning research

We checked source titles frequency for 90 research publications that referred to (Lau & Hing-Ling Lau, 1995) so
introducing rather theoretical work on SPP extension to multi-product formulations and compared with 59 research
publications referred to (Rajaram, 2001) applied research study. No duplicated publication found in sets. The ob-
jective was to cross-reference theoretical and applied research studies. Listing of source titles publication fre-
quency is provided in Figure 1. Big variety of 104 source titles confirms that theoretical and practical aspects of
the problem are widespread across economic research literature. This number of publications goes beyond the
group of operations research focused journals. The highest bar at Figure 1 stands for 95 papers publicated in 70
source titles each frequencie being at most two publications from the analyzed sample. Among source titles were
hybrid journals, electronic journals, conference proceedings and monographs.

No. of publications

Applied Mathematical
Modeliing
Applied Mathematics and
Computation
Computers and Operations
Research
Joumnal of Retailing and
Consumer Senvices
Intemational Series in
Operations Research and
Management Science
Joumal of the Operational
Research Society
Computers and Indlustrial
Engineering
Expert Systems with
Applications
Intemational Joumal of
Production Economics
European Joumal of
Operational Research
Other

Figure 1 Source title distribution among 149 research population that referred to NV

Following statistics analysis we classified analyzed research population into main focus on theoretical model ex-
tensions, applied studies or alternative methodology with results comparison to NV.



Research that refence to NV by
types

[CITheoretical modelling
[EModel application
W Alternative methodology

Figure 2 Classification of the main focus in the research 1997-2024 population that referred to NV theoretical
research and applied studies

We classified multi-product extension of NV with not standard theoretical distribution into alternative research.
To present variety of alternative research approaches Table 4 is provided with a number of publications from the
population.

Asortment selection. Pricing 2 Behavioral aspects of supply decision making 3
Assortment selection. Column generation 1 Control theory. Inventory 1
Assortment selection. Data mining 3 Demand analysis 14
Assortment selection. Marketing theory 2 Digital technologies 6
Assortment selection. Portfolio theory 1 EOQ for inventory with stochastic demand 2
Assortment selection. Substitution 4 Fuzzy numbers demand or supply 3
Assortment selection.Data mining 7 Revenue management 1
Assortment selection.Location choice model 1 Supply chain coordination 2

Table 4 Detailed classification of 53 publications presenting alternative methods for NV similar business or
operations management problems

Some sub-classes from Table 4 looks to be rare and they really are. We mean modern portfolio theory application
on which we found outside the population a few papers only that are reviewed in(B. Zhang & Hua, 2010).

Other like behavioral aspects of supply decision making seems to be rare while we found to be quite popular
(Benzion et al., 2010). Behavioral aspects back also target profit literature (G. Zhang & Shi, 2010) and alternative
methods of order quantity decision simplification (Urban, 2021).

Important methodology being increasingly incorporated into NV with SPP formulation is game theory and collab-
orative decision-making in supply chain due to new digital technologies popularization like blockchain or omni-
channel. These are difficult to introduce into MPNP as price and cost become variables constrained with assumed
demand relation under centralization or contract based mechanism of supply chain coordination

Acknowledgements
Poznan University of Technology, Poland: scientific grant 0812/SBAD/4232

References

Abdel-Malek, L. L., & Montanari, R. (2005a). An analysis of the multi-product newsboy problem with a budget
constraint. International Journal of Production Economics, 97(3), 296-307.
https://doi.org/10.1016/.ijpe.2004.08.008

Abdel-Malek, L. L., & Montanari, R. (2005b). On the multi-product newsboy problem with two constraints.
Computers and Operations Research, 32(8), 2095-2116. https://doi.org/10.1016/j.cor.2004.02.002

Abdel-Malek, L., Shan, P., & Montanari, R. (2020). A Constructive Methodology to Solving the Capacitated
Newsvendor Problem: an Approximate Approach. Operations Research Forum, 1(2).
https://doi.org/10.1007/s43069-020-0008-7

Alfares, H. K., & Elmorra, H. H. (2005). The distribution-free newsboy problem: Extensions to the shortage



penalty case. International Journal of Production Economics, 93—94, 465—477.
https://doi.org/https://doi.org/10.1016/j.ijpe.2004.06.043

Amaruchkul, K. (2021). Planning migrant labor for green sugarcane harvest: A stochastic logistics model with
dynamic yield prediction. Computers & Industrial Engineering, 154, 107016.
https://doi.org/10.1016/.c1e.2020.107016

Benzion, U., Cohen, Y., & Shavit, T. (2010). The newsvendor problem with unknown distribution. The Journal
of the Operational Research Society, 61(6), 1022—1031. http://www.jstor.org/stable/40608274

Hrabec, D., Kucera, J., & Martinek, P. (2023). Marketing effort within the newsvendor problem framework: A
systematic review and extensions of demand-effort and cost-effort formulations. International Journal of
Production Economics, 257, 108754. https://doi.org/https://doi.org/10.1016/j.ijpe.2022.108754

Huber, J., Miiller, S., Fleischmann, M., & Stuckenschmidt, H. (2019). A data-driven newsvendor problem: From
data to decision. European Journal of Operational Research, 278(3), 904-915.
https://doi.org/https://doi.org/10.1016/j.ejor.2019.04.043

Kamrad, B., Ord, K., & Schmidt, G. M. (2021). Maximizing the probability of realizing profit targets versus
maximizing expected profits: A reconciliation to resolve an agency problem. International Journal of
Production Economics, 238, 108154. https://doi.org/https://doi.org/10.1016/].ijpe.2021.108154

Khouja, M. (1999). The single-period (news-vendor) problem: Literature review and suggestions for future
research. Omega, 27(5), 537-553. https://doi.org/10.1016/S0305-0483(99)00017-1

Lau, H.-S., & Hing-Ling Lau, A. (1995). The multi-product multi-constraint newsboy problem: Applications,
formulation and solution. Journal of Operations Management, 13(2), 153—162.
https://doi.org/https://doi.org/10.1016/0272-6963(95)00019-O

Moon, I., & Silver, E. A. (2000). The multi-item newsvendor problem with a budget constraint and fixed
ordering costs. Journal of the Operational Research Society, 51(5), 602—608.
https://doi.org/10.1057/palgrave.jors.2600938

Mu, M., Chen, J., Yang, Y., & Guo, J. (2019). The Multi-product Newsvendor Problem: Review and Extensions.
BESC 2019 - 6th International Conference on Behavioral, Economic and Socio-Cultural Computing,
Proceedings. https://doi.org/10.1109/BESC48373.2019.8962977

Qin, Y., Wang, R., Vakharia, A. J., Chen, Y., & Seref, M. M. H. (2011). The newsvendor problem: Review and
directions for future research. European Journal of Operational Research, 213(2), 361-374.
https://doi.org/https://doi.org/10.1016/j.ejor.2010.11.024

Rajaram, K. (2001). Assortment planning in fashion retailing: Methodology, application and analysis. European
Journal of Operational Research, 129(1). https://doi.org/10.1016/S0377-2217(99)00406-3

Shi, C. V., Zhao, X., & Xia, Y. (2010). The setting of profit targets for target oriented divisions. European
Journal of Operational Research, 206(1), 86—92. https://doi.org/https://doi.org/10.1016/j.ejor.2010.01.047

Thakkar R.B., Finley D.R., & Liao W.M. (1983). A stochastic demand CVP model with return on investment
criterion. Contemporary Account Research, 1, 77-86.

Turken, N., Tan, Y., Vakharia, A. J., Wang, L., Wang, R., & Yenipazarli, A. (2012). The multi-product
newsvendor problem: Review, extensions, and directions for future research. International Series in
Operations Research and Management Science, 176, 3—39. https://doi.org/10.1007/978-1-4614-3600-3 1

Urban, T. L. (2000). Supply contracts with periodic, stationary commitment. Production and Operations
Management, 9(4), 400—413. https://doi.org/10.1111/j.1937-5956.2000.tb00466.x

Urban, T. L. (2021). Visualising newsvendor profits: the single-period problem with location-scale demand
distributions. Journal of the Operational Research Society, 72(1), 23-34.
https://econpapers.repec.org/RePEc:taf:tjorxx:v:72:y:2021:1:1:p:23-34

Vaagen, H., Wallace, S. W., & Kaut, M. (2008). Assortment Planning in Fashion Supply Chains - Substitutable
Newsvendor Problems. 86Th Textile Institute World Conference, Vol 1, Conference Proceedings.

Wang, C. X., & Webster, S. (2009). The loss-averse newsvendor problem. Omega, 37(1), 93—105.
https://doi.org/https://doi.org/10.1016/j.omega.2006.08.003

Zhang, B., & Hua, Z. (2010). A portfolio approach to multi-product newsboy problem with budget constraint.
Computers & Industrial Engineering, 58(4), 759-765.
https://doi.org/https://doi.org/10.1016/j.cie.2010.02.007

Zhang, G. (2010). The multi-product newsboy problem with supplier quantity discounts and a budget constraint.
European Journal of Operational Research, 206(2), 350-360. https://doi.org/10.1016/j.ejor.2010.02.038

Zhang, G., & Shi, J. (2010). The newsvendor pricing problem with supplier discounts. 2010 7th International
Conference on Service Systems and Service Management, Proceedings of ICSSSM” 10, 771-774.
https://doi.org/10.1109/ICSSSM.2010.5530140



Analysis of strategy for the Secretary problem with cardinal

function based on job specifications
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Abstract. The classical Secretary problem is an applied mathematical model for
choosing the best applicant from a sample of a given size; the decider can not return
to an already rejected candidate and does not a priori know the scale of quality of the
candidates. In this well-known problem with a given number of data with unknown
distributions, we should stop the search once we consider a number to be the highest
one. We opt for the original motivation, but rather than attempting to choose the
best one and fail in most cases, we suggest a strategy to control the mean value of
the chosen one. The utility of the candidates in different experiments is designed
based on the theoretic distribution for specific job titles; we use a cardinal function
with the argument being the candidate’s percentile among the population. Based on
the experiment, we present strategies for hiring for different roles and reveal that the
strategy has to be specific for a job; otherwise, it could be suboptimal.

Our strategies are based on two parameters: the size of the sample part we examine
and reject at the beginning of the search and the percentile from the examined sample
we demand the candidate to outperform to be accepted. We analysed all possibilities
for ordering 12 candidates and evaluated the strategies based on the experiment.
Keywords: Secretary problem, hiring strategy, cardinal function, decision making in
management
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1 Introduction

This paper aims to design and recommend an algorithm or advice for the problem of the choice of hire among
several candidates; at the same time, we can not return to a candidate we refused before, and we know the number of
candidates. Such a model is both realistic and very close to a mathematical problem called the Secretary problem.
In the original question, our goal is to hire the best candidate, and any other is considered an unsuccessful hire.
We aim for a more realistic approach as we do not require only the best candidate. In our analysis, we wish to pick
somebody of high quality in general, but not needlessly the highest, where the evaluation of the quality is based
on the modeling cardinal function, and its argument is the percentile of the candidate among the population (or
sample). Such a setting with the cardinal value of each candidate was already partially covered in (Angelovski and
Giith, 2020), but we wish to set our model even closer to the application.

In our paper, we use a computer program to answer the following problem: Considering the value of the candidate
being given by the percentile and given cardinal function, what is the best size of the sample we reject, and what
is the percentile from the sample we should require among the rest of candidates to reach the best mean value
of picked candidate? We run all possible permutations on the size of the population n = 12 and give the answer
for six different admissible cardinal functions simulating hiring for different jobs. The results reveal that several
strategies are suitable for particular distribution but can be improved for others.

1.1 Secretary problem

The classical Secretary problem can be formulated as follows: We get a random sample of n» numbers in a random
order. We do not know anything about the distribution or range of the numbers, but we wish to pick the highest.
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Once we see a number, we must accept it as our final pick or reject it and move to the next one. Such a problem
can be described as hiring a new secretary. Once the candidate is tried and we know his/her quality, we can either
accept him/her and end the hiring process or reject him/her and try the next candidate. Even in a naive way, it is
clear that the best idea is to try several candidates and then, based on experience, estimate the threshold value we
would expect and try to find one satisfying the threshold among the rest.

The solution is well known, and we would not explain it in detail; for n the number of candidates and e the Euler
constant, the best way is to find the values of the first n/e candidates and then pick the first value above the numbers
we have seen. The result of the method is getting the best one in 37% of cases, regardless of the n. This is both
shocking and highly interesting.

The classical Secretary problem, including the historical context, can be found in (Christian and Griffiths, 2016).
Furthermore, there are countless variations of the Secretary problem, repeated selection in a fixed group of objects
(Goldstein et al, 2019), selection of k candidates from an n element set (Albers and Ladewig, 2021), analysis of
optimal algorithms for the Secretary problem using linear programming (Diitting et al, 2021), and others.

1.2 Value of candidates — literature review

Although the widely accepted definition of “talent” in the world of work is still missing, this word is, in general,
connected with the high performance of the employee, either present or potential (compare Gallardo-Gallardo
etal, 2013). In 1998, the renowned global consultancy group McKinsey & Company introduced the term “War for
Talent,” declaring the superior employees to be tomorrow’s prime source of competitive advantage of a company,
warning at the same time that the supply of such employees is going to shrink (Chambers et al, 1998). This
assumption quickly spread throughout both the business practice and the academic discussion (O’Mahoney and
Sturdy, 2016), contributing to the emergence and rapid rise of a discipline called “talent management” (Swailes,
2016; Ansar and Baloch, 2018). As the “War for Talent” is still raging, hiring the best talents remains a crucial
issue for companies. (Piva and Stroe, 2023; Obukhova and Tian, 2024).

The aforementioned statement does not imply that the unconditional effort to select the best candidate from all
possible applicants must always be a wise strategy, though, as it is worth bearing in mind the following points.
Firstly, the selection process consumes a considerable amount of precious time not only for the recruiters but also
for the candidates’ future supervisors and department leaders (Navarra, 2022). Secondly, despite the frequently-
occurring tendency to understand talent as an innate characteristic, experience from the business practice shows
that the majority of performance is rather a result of learning and training (Ericsson et al, 2007) — according to the
professionals of Toyota Group only 10% or even less of employees’ talent can be attributed to her native-born gifts,
while the rest is based on the effort and practice (Liker and Meier, 2007). Last but not least, the original McKinsey
& Co. paper referred to the senior executives, who have a crucial influence on the company performance, not to
every particular position in a company (compare Chambers et al, 1998).

Based on these observations, we dare to conclude that it is not always necessary to insist on selecting the best
applicant for every particular job. For the less exposed job, it can be perfectly reasonable to hire an applicant who
fits the fundamental requirements of the position and subsequently focus on her training and development. Such an
approach will still result in hiring an employee appropriate for such a job, with concurrent savings in recruitment
costs. Unconditional pursuit of selection of the best applicant can, therefore, be reserved only for the key expert
and executive positions, where even the innate 10% of talent can play a decisive role in the performance of the
organization.

We should obviously evaluate what it means to be talented for a given job. In general, two prominent values for
white-collar jobs are analytical thinking and social intelligence. There are contradictory stances on what should
be the priority. A study by (Lathesh and Avadhani, 2018) claims that people with high social intelligence (SI)
are faster to learn a new skill and perform better in general. Although there is no universal scale for SI, there
are professional tests to be used there (Frankovsky and Birknerovd, 2014). On the other hand, IQ as a standard
measurement of analytical thinking is still prominent in the hiring process; in the literature (Armstrong and Taylor,
2020), the 1Q test is highly recommended as a part of the evaluation of the candidate, increasing the probability of
picking a highly skilled worker.

As our work does not focus on measuring talent but on decision-making based on given measurements, we would
assume the hiring subject is using some one-dimensional scale and value the candidate’s potential based on the
percentile position on the scale among the population. But the function mapping the percentile to value can vary
based on the field and the position, as we explain and describe in the following Section 2.1.



2 Methods and model design
2.1 Utility function design

We design a function to represent the situation in the workforce market, where we attempt to model the value of
possible candidates based on their skill/talent among the population. Let us note that all models are one-dimensional
to order the candidates. In application, picking the best candidate is naturally a multi-criteria problem, but let us
assume that the committee is able to order the candidates by performance.

Our models are based on strictly increasing continuous functions but are discretized into the model with 12
candidates. Note that all models are chosen in a way that the best has a value of 1 and the worst 0. We add an
insignificant increment to the locally constant parts to fulfill the assumption of monotonicity but not to influence
the outcome. Let us compare the continuous and discrete values in Figure 1.

Classical Secretary problem

The first model is the classical version of the Secretary problem, where the utility is binary, 1 for the best candidate
and O for all others; we denote such a function f.;. Such a model can associated with the search for an exceptional
person, where all others are not useful for such a position at all. This can be seen as a limiting case for models
Sfpas frno O fun explained later. Such a model can be useful for searching for a crisis manager, the lead of a scientific
lab, or a key member of a professional sports team where the requirements are extreme. However, let us note that
even in this position, ignoring the value of even the second-best candidate is probably a rough estimate. In reality,
other models would be more reasonable.

Order distribution

In the second model, let us give the candidates points based on their order from O to 11 and norm them. We denote
such a function f,,. Such a model is primitive and should be used only in cases where we can not estimate the
performance, for example, hiring for a new position that has not existed before, so there is no reasoning for using
other, more specialized models.

Normal distribution

The third model is based on the normal distribution, where 12 candidates are placed by the normal distribution of
IQ among the population; the value is then normed, and we denote such a function f,,. Such a model represents
a specialist using one key skill. This may be a handyman, repairman, accountant, or IT guy. One essential skill is
needed, and other aspects are marginal.

Double-normal distribution

The fourth model is based on the product of two normal distributions, where 12 candidates are placed by the
product of two noncorrelated normal distributions similar to I1Q distribution among the population (for simplicity,
we assume SI has the same distribution as 1Q); values are then normed, and we denote such a function f,,,. Such
a model represents possible team leaders and difference makers, as illustrated by the Venn diagram, with rather
a small intersection of great intelligence and social intelligence (often combined with another skill specific to a
given industry). Such a candidate is sometimes called a "unicorn" for its rarity and is sometimes considered unreal.
Note that the product between values of IQ and SI represents that weakness in either aspect makes a candidate
not very beneficial, and only people strong in both aspects belong to such a position. This model is somehow an
interpolation between f.; and f;,,, as the distribution is similar to normal, but we strongly prefer the best candidate.

Pareto distribution

The fifth model is based on the Pareto rule, where 80% of the population makes 20% of value and 20% of
the population makes 80% of value; we simulate such growth by f,, = 0.000000339x%-2126 where x € [0, 12]
represents the position of the candidate in population. Such a model represents creative positions where such a
distribution can be observed, such as professional sportsmen, artists, or scientists. Note that this model is very
close to classical Secretary f.s, see Figure 1.

Flat distribution

The sixth model is based on the binary distribution, where the stronger 70% of the population makes the value one
and 30% of the population makes the value 0; we denote such a function f7; and model by fr; = (1 +¢878%)71,
where x € [0, 12] represents the position of the candidate in population. Such a model represents very basic
positions such as gatekeeper, laborer, or unqualified factory worker. In this position, it is hard to create extra value
by being good at it, and if somebody is skilled, they could probably be recognized and transferred to the more
demanding position.



Classical Secretary Order Distribution Normal Distribution

1 2 3 4 5 6 7 8 9 10 | 11
0 0 0 |0.01]0.01]o0.01|001]0.01 001|001
0.09 | 0.18 | 0.27 | 0.36 | 0.46 | 0.55 | 0.64 | 0.73 | 0.81 | 0.91
033 | 041 | 0.47 | 0.54 | 0.61 | 0.68 | 0.76 | 0.86
0.14 1 022 | 0.29 | 0.36 | 0.42 | 0.48 | 0.54 | 0.62 | 0.70 | 0.80
0 0 0 0 |001]002]|0.06]|0.13]0.29 | 0.55
0 0 |0.01 | 098 1 1 1 1 1 1

function\ candidate

Classical Secretary f¢
Order dist. fo,
Normal dist. f,

Double-normal dist. f;,;
Pareto dist. fp,

Flat dist. fr;

[} Nl Nol Nol Nol Nl N
e
J—
S
o
[\®}
()}
el e el el e

Figure 1 Graphs and values of utility function for candidates

2.2 Strategies

We define a strategy as a generalization of the classical solution; the decider examines a sample from a population,
the first k candidates. Then he considers a number of them he wishes the preferred candidate to overcome m; for
example, k = 5,m = 3 would mean we see the first five candidates (not pick them) and pick the first candidate
better than the worst three from 5 tried. The best strategy for the classical problem should be k = m ~ n/e. If the
condition of choice is not fulfilled by any candidate, we pick the last one. Note that plausible values for the size of
the sample are k € {1,...n — 2} and for the number of candidates from the sample under threshold m € {1, ... k}.
k = 0 would mean pick the first one and £ = n — 1 would mean pick the last one; such strategies are clearly inferior.

Evaluation of strategies

Let us assume that we are given a list of candidates with their value for the position given by function from the
previous section. We use a strategy, but the winner is influenced by the random order of candidates, so the result
is a random variable. As we wish to provide full results, we analyse all possible ordering by going through all
permutations. Each strategy is marked by the frequency of all possible outcomes. From these frequencies, we
could evaluate the mean value and the standard deviation of the process. Obviously, the preferred variant is the
high mean value and low deviation. We simplify the evaluation quality of the strategy to the mean value of the
picked candidate. Therefore, the result for the given size of the sample k and the given threshold m from the sample
gives the exact number, and the highest number indicates the best strategy, i.e., the strategy with the highest mean
value of the chosen candidate. This evaluation method is compatible with the original problem; given 1 to the best
candidate and 0 to all others, the mean value is equal to the probability of picking the best one.

3 Results

Our analysis provides the frequencies of the choice of any candidate based on the parameters of the strategy. Then,
we multiply the frequency by the utility value of the candidate and sum it up into the mean value. We calculate the



mean values for the admissible combinations of &, the size of the sample, and m, the number of candidates from
the sample to set the threshold. We get a table of mean values, unique for each distribution; as an example, we
present values for normal distribution in Figure 2.

Mean The number of candidates from sample under the treshold m

value 1 2 3 4 5 6 7 8 9 10
1 0,73

o 2 0,674/ 0,778

= 3 0,637 0,745 0,781

g 4 0,613 0,705 0,775 0,765

B 5 0,596 0675 0,742 0,78 0,739

- 6/ 0584 0653 0,712 0,756 0,767 0,708

> 7 0575 0,635 0687 0728 0,75 0,739 0672

2 8 0568 062 0664 0699 0,72 0,722 0698 0633

= 90,661 0,605 064 0666 0681 0685 0674 0644 0592
10 0,55 0,581 0603 0616 0623 0622 0616 0602 0,58 0,549

Figure 2 Mean values for strategies in case of normal distribution

The best strategy is the one with the highest mean value, in our case k = 3, m = 3, but surprisingly almost the same
value is k = 5, m = 4. It seems that there are at least two local maximums.

3.1 The best strategies

Similarly to what is revealed in the case of a normal distribution, we find out that for the classical Secretary
problem, the best strategy is k = m = 4, which corresponds to established results (k = m = 4 =~ 4.4 = 12/e).
Allowing m to be different from k does not improve our chances. In the case of order distribution, the best strategy
is k = 5,m = 4, with the second best strategy being less than 1 percent lower, k = 4,m = 3. The best strategy
for the normal distribution is k = 3, m = 3 with k = 5, m = 4 less than the percent below. For the Double-normal
distribution k = 3, m = 3 is the best. For the Pareto distribution k = 4, m = 4 is the best while k = 3, m = 3 is less
than one percent below. Finally, for the Flat distribution k£ = 5, m = 3 is the best, with k = 6, m = 3 being closely
second.

3.2 Applying nonspecific strategies

Let us consider an experiment when we use the optimal strategy for a given distribution to another distribution.
This may represent misuse or a wrong estimate of how the population of candidates may perform at the job in
question; we provide a table of what percentage of optimal choice we reach by this misjudgment of optimal strategy.

fcs far fnu fun fpa ffl
Normal dist. and Double-normal dist. strategy: (k =3,m =3) | 0.96 | 0.99 1 1 1 0.93

Classical Secretary and Pareto dist. strategy: (k =4,m = 4) 1 0.96 | 0.98 | 0.98 1 0.90
Order dist. strategy: (k =5,m =4) 0.67 1 1 0.99 | 0.89 | 0.99
Flat dist. strategy: (k =5,m = 3) 047 | 096 | 0.97 | 0.93 | 0.69 1

Table 1 Nonspecific strategies success rate

Note that the failure of a strategy with k > m for unsuitable distributions is more significant than using strategies
based on k = m in cases where it is not optimal.

4 Conclusions and discussion

As we have revealed in section 3.2, we can split using the optimal strategies and the distributions into three cases.
The first case is the one with high increments close to the best candidate, which the classical Secretary problem or
Pareto model can cover. The second case is if any above-average candidate choice is good, and the best choice does
not bring much extra value; this corresponds to the Flat and Order distributions. In the third case, in between, where
above-average is reasonable but opting for the best is beneficial, corresponds to the Normal and Double-normal
distribution. In the first case, it is reasonable to pick a small sample (around one-third of the population) and set
the threshold to be the best from the sample. This is risky, but the bigger chance for the best candidate is worth it.



In the second case, picking a bigger sample (between one-third and one-half) and then setting the threshold based
on the better but not the best from the sample is preferred. This lowers the chance of getting the best candidate but
highly increases the ratio of picking above average to below average and provides value by this. In the third case,
both views are valid and can be highly effective. The most interesting outcome of our model is the double local
maximum of the mean value for the Normal and Double-normal distribution cases. This means that both strategies
(risking but aiming for the best or safely studying more populations to avoid the risk) are valid. Then, it is up to
the decision maker to prefer either the higher risk with a bigger mean value of the candidate or a slightly lower
mean value with a lower risk of the bad choice. This inspires the incorporation of the standard deviation of the
choice and ideas similar to the Markowitz models of a portfolio combining deviation and mean value based on the
affection to risk, which would be the topic of future research.
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Sub-optimizing Routes in MS Excel: An Approach of Solving
the Traveling Salesman and Vehicle Routing Problems

Tereza Chmelov4l

Abstract. This paper introduces an approach for solving Traveling Salesman Problem
(TSP) and Vehicle Routing Problem (VRP) for a heterogeneous fleet of vehicles in
MS Excel. MS Excel, along with its optimization solver add-in application with
implemented evolutionary algorithm, was selected as the platform for development of
the procedure. The evolutionary algorithm enables MS Excel to identify sub-optimal
routes of the considered problems within a short timeframe. The second part of the
paper presents two examples that illustrate the application of the proposed procedure
for a TSP with 23 locations, and a VRP with 26 locations. All locations are situated in
Prague, the capital city of the Czech Republic, and its vicinity. The results prove the
effectiveness of the algorithm in optimizing route planning for urban environments,
highlighting its practicality in real-world scenarios.

Keywords: traveling salesman problem, vehicle routing problem, MS Excel solver,
heterogeneous fleet

JEL Classification: C44, C61
AMS Classification: 90C08

1 Introduction

MS Excel and its Solver add-in can be used as an optimization tool. Its main advantages are its (financial)
accessibility, user-friendliness, intuitive operation and, most importantly, its widespread use by companies and
individuals. Although numerous programs support optimization, they are usually very expensive, making the
investment too high for many companies. Since many companies and individuals already use MS Excel, so the
method described in this paper does not require any further investment.

The aim of this article is to present the method of solving TSP and VRP in MS Excel. First, the algorithms will be
described in detail and then their application will be demonstrated through real examples. This paper focuses on
solving TSP and VRP with a heterogeneous fleet. The mathematical formulations of these problems will not be
described here as they are well-known. Their introduction and detailed description can be found e.g. in (Pelikén,
2001) and (Féabry, 2014).

TSP and VRP are roles we have known for many years. Many articles have been devoted to their description and
solution. One example for all may be (Applegate et al, 2006). There are also many ways to generalize or extend
these tasks. This is the focus of e.g., (Toth and Vigo, 2002), (Berger et al, 2018) or (Gutin and Punner, 2002).
Many authors have also already outlined tasks of solution TSP or VRP in MS Excel. Here we can mention e.g.
(Gusron, 2023), (Rasmussen, 2011) and (Stoilova and Stoilov, 2020).

The rest of the paper contains 3 main sections. Section 2 describes the algorithms and approaches for solving TSP
and VRP. Section 3 illustrates using the proposed approach in solving real-world TSP and VRP examples. The last
Section 4 concludes the research and summarizes the findings.

2 Solving optimization problems in MS Excel

There are many optimization programs on the market. Among them are Lingo, MPL for Windows, MS Excel
Solver, AIMMS, XPRESS-MP, GAMS, OPL Studio, AMPL. Of these, I would like to describe MS Excel Solver
in this section.

Although MS Excel is not primarily optimization software, Solver helps fulfill this purpose. The unquestionable
advantage of using Solver is, of course, its price. In the case that a user has purchased a license for MS Excel,
Solver is already included. Another reason why Solver seems advantageous is the widespread use of MS Excel. It
is almost a given to be able to use at least basic functions of MS Excel in many larger companies today. For most
people, the MS Excel environment is not entirely unfamiliar, making the use of Solver relatively intuitive.

1 University of Economics in Prague, Department of Econometrics,Winston Churchill Square 4, 13067 Prague, CzechRepublic,
chmt02@vse.cz



All functions mentioned in following parts of this paper can be found in the basic version of Excel, and their
detailed descriptions can be found directly on the company’s website (Microsoft, 2021).

Solver offers the use of three different algorithms — simplex, gradient, and evolutionary methods. The simplex
method is used for linear functions, the gradient method is used for nonlinear smooth functions, and the evolutionary
algorithm can be used for any function.

2.1 Evolutionary algorithm

The evolutionary algorithm is a heuristic method that can solve non-smooth functions. This makes its use suitable
for the algorithm for solving TSP and VRP, which is the subject of this paper

As Pezer (2016) writes, the use of evolutionary methods or genetic algorithms for finding the shortest route in TSP
is quite common. The reason is that although the solution found may not always be optimal, it is at least very close
to the optimal one, which is a trade-off often worth making for the significantly shorter time it takes for this search.

If we wanted to use gradient methods for the calculations, it would be necessary to adjust the input so that it does
not contain the INDEX function in MS Excel, meaning that the task should be formulated in the same way as
in the classic mathematical model of TSP and VRP. However, this would mean a huge increase in the number
of variables. For comparison, let’s consider the TSP problem. In the model described by Stoilova and Stoilov
(2020), variables are interpreted as indices of places visited in the specified order, and their number is only n. In
contrast, in the classic TSP model, there are n? + n variables. As the number of visited places n increases, the
difference becomes even more noticeable. Therefore, it is much more advantageous to solve the problem using an
evolutionary algorithm, as also discussed by Jiang (2010).

2.2 Solving the Traveling Salesman Problem in MS Excel

One of the many tasks that can be solved in the Solver for MS Excel is the Traveling Salesman Problem (TSP). As
described, for example, by Stoilova and Stoilov (2020), there is a simple procedure to input the necessary values
for Solver. Following part describe this algorithm of solving TSP in MS Excel.

N

Distances between places

2 Place1 Place2 Place3 Place4 Place5 Visited Variables Distance travelled

EQl 1 |Place 1 Cyq % Ci3 Cig Cy5 1. place visited |1 =INDEX($C$3:$G57;13;14)
> (Place 2 €y Cyy Cy3 Cys Cys 2. place visited |2 =INDEX($C$3:$G$7;14;15)
LW 3 |Place 3 [ [ Ca3 Caq Cas 3. place visited |3 =INDEX($C$3:$G$7;J5;16)
(W4 |Place 4 Cay Ca Ca Cas Cas 4, place visited |4 =INDEX($C$3:$GS$7;J6;17)
YA S |Place 5 Csy Cs; Cs3 Csy Css 5. place visited |5 =INDEX($C$3:$G$7;17;18)
8 Ending point =J3

9

10

11 [= [=SUMA(K3:K7]—> min |

Figure 1 Model TSP in MS Excel environment, Source: self-processed

In Figure 1, the general forms of tables for finding routes between five places are displayed, serving as the initial
source for the Solver. The first table is a database of distance values between individual places, denoted generically
as ¢;j. The second table shows the sequence of the five places, one of which is listed twice because the last visited
place must match the first one (place where the vehicle started, it must return to at the end of the route). The model
variables, marked in yellow, are indices of places 1 to 5. E.g. the first variable means that the first visited place will
be the one with index 1, the second variable labeled with 2 indicates the second visited place with index 2 etc. The
last visited place (matching the starting place) is no longer a variable but is determined by a function to correspond
to the value of the first visited place. This is included in the model so that the INDEX function can retrieve the
distance of the last route of the vehicle returning to the starting point. The objective function highlighted in orange
represents the sum of all traveled distances.

Figure 2 shows the Solver and how requests are input into it — the objective function is the field marked in orange.
Variables, of which there are n (in the sample model given above, n = 5). Then, the condition states that the values
of all variables must be different, and none of them can appear twice in the solution.

2.3 Solving the Vehicle Routing Problem in MS Excel

Since the Vehicle Routing Problem (VRP) is essentially just a generalization of the TSP model, the original
algorithm for solving the TSP task in MS Excel — described in article (Stoilova and Stoilov, 2020) — can be adapted
to solve VRP as well.
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Figure 2  Solver for the TSP model, Source: self-processed

Solving Vehicle Routing Problem for Two Vehicles in MS Excel

In Figure 3, modified version of the model is displayed to solve the VRP for two vehicles.

1 Distances between places

2 Place1 Place2 Place3 Place4 Place5 |Requirements Visited Variables Distance travelled Packages in the 1st vehicle

EW 1 [Place1 | = 3 Cig 55 a; Starting point |1 =INDEX($C$3:5GS$7;K3;K4)|=SVYHLEDAT(K3; A:H; 8; 0)

Il |Place2 | o o Cs Cos s a, 1. place visited [2 =INDEX($CS$3:$G$7;K4;K5)|=KDYZ(IFNA(SVYHLEDAT($KS3;5K$4:K4; 1; 0); 0;SVYHLEDAT(K4; A:H; 8; 0|
;3 [Place3 | o cx s Cae s a 2. place visited |3 ZINDEX($C$3:5GS7;K5;K6){=KDYZ(IFNA(SVYHLEDAT(SKS3;5K$4:K5; 0;SVYHLEDAT(KS; A:H; 8; 0
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14
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Figure 3 VRP model in MS Excel environment, Source: self-processed

There are several differences between the TSP and VRP models. The first is the addition of customer demands a;
and vehicle capacities V. Customer demands can be understood, for example, as the number of packages to be
delivered to a certain location. Vehicle capacities represent the upper limit of how many packages can fit in vehicle
k.

Another difference is the meaning of the first visited (i.e., starting) location. In the previous model, the starting
point was a variable. In contrast, here it is a fixed value. Index 1 therefore denotes a specific point, which could
be, for example, a warehouse or a store from which goods are distributed to customers. Since the first location
is not a variable, it can appear once more in the model. This can have two interpretations: either considering a
single vehicle that delivers the cargo in parts, or considering a multi-vehicle problem where vehicles can depart
simultaneously — the first circuit is then the route of the first vehicle ending at the first occurrence of variable 1,
where the route of the second vehicle starts, ending with the return to the ending point (same as starting point). In
the example shown in Figure 3, we are considering VRP of two vehicles with different capacities V.

Additionally, a column "Packages in 1st Vehicle" has been added, where packages carried by the first vehicle are
looked up using MS Excel’s functions. (Similarly, it would be possible to add a column for "Packages in 2nd
Vehicle" instead, but it is not necessary for the model.)

1 Distances between places

2 Placel Place2 Place3 Place4 Place 5|Requirements Visited Variables Distance travelled| Packages in the 1st vehicle
EN 1/place 1 iy cn C3 Cua s a Starting point 1)c12 al

3 2 |Place 2 € [>% Cx3 Cu Cs ay 1. place visited 2|c23 a2

Bl 3|Place 3 C3 C3 C33 C3 [ a3 2. place visited 3|c31 fa3

[ 4|Place 4 [ [ Caz [ Cas ay 3. place visited 1|c14 [ 0
PAl s |Piace s I s, Gy Gy Css as 4. place visited 4|cas r 0
8 5. place visited 5/c51 0
10

u

12 2= [ o[> min |

15 Conditions: 1.vehicle  al+a2+a3 <= Vi
16 2.vehicle  ad+a5 <= V2

Figure 4 Optimization model of VRP in MS Excel with values, Source: self-processed

For a better understanding of the combined functions, Figure 4 displays the model with the actual values, which
were looked up or calculated and how they are visible to the user. The function in column M (= Packages in 1st



Vehicle) works in such a way that as long as it finds the variable denoting the starting location (in this case, location
with index 1) in the designated field, which starts with the first variable and ends with the variable in the given
row (where the current formula is explained), it assumes that the first vehicle is always carrying the packages and
displays the value of demand a;. However, if it finds the index of the starting point in the variables, it means the
end of the 1st vehicle’s route and the departure of the 2nd vehicle. The formula does not apply to the first starting
location because the index of the starting location would obviously be found there. Therefore, it immediately looks
up the number of packages.

With this column containing packages for the Ist vehicle, conditions can be added, which are also shown in
Figure 3. The left side of the first condition sums up all the packages carried by the first vehicle. The sum of all
carried packages must be less than the capacity of the 1st vehicle. The second condition is exactly the same, only
the number of packages carried by the second vehicle is calculated as the difference between the total number of
packages and those already transported by the 1st vehicle.
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Figure 5 Solver for the optimization model of VRP, Source: self-processed

Neither the objective function nor the condition that all variables must be different has changed compared to the
previous TSP model. The parameters of the Solver for the VRP in MS Excel are shown in Figure 5, but the only
difference is the addition of two previously mentioned new conditions. All other parameters remain the same.

3 Illustrative examples

The algorithm was used to find two routes between locations in the capital city of the Czech Republic —
Prague. Distances and travel times between locations were generated on the website Openroute Service https:
//openrouteservice.org. The input parameters for distance calculation were latitude and longitude. Coordi-
nates of individual locations were obtained from Google Maps https://www.google. com/maps.

For the application of the task, it is possible to choose both minimizing time and minimizing distance. In the
following two examples, distance minimization is chosen. In the results, you will also find the travel time, which
is more informative.

3.1 Traveling Salesman Problem

The algorithm was first used to find the shortest path among 23 locations. The solution can be found in Table 1 and
Figure 6. Locations labeled 1 and 24 represent the starting and ending points. In the first column, you will find the
sequence in which the locations were visited; in the second column, the street names where the stops are located.
The third and fourth columns show the distance traveled and the time spent on the journey between individual
locations.

In Table 1, you can see that some streets were visited twice. These are different locations within the same street.
Therefore, the distances and travel times between these locations are not high but also not zero.

Overall, the vehicle will cover a distance of 93.7 km, which will take 189 minutes (or 3 hours and 9 minutes). The
results were then compared with those generated by the Lingo software (LINDO Systems, 2023), and it was found
that this heuristic algorithm did indeed find the optimal solution.

In Figure 6, the route is displayed on a map, with the visualization sourced from Openroute Service https:
//openrouteservice.org. The location indices correspond to the order in which they were visited (the list is
provided in the results table 1). If a particular location is not visible (for example, location /2: Srobérova), it is
because certain locations are obscured on the map due to being in the same or similar location as the following
location.



Table 1 Overview of the results of Task 1, Source: self-processed

Order Place Dist. Time | Order Place Dist. Time
(street) [km] [min] (street) [km] [min]
1 Kfivatcova 0,3 2 13 Srobdrova 2,6 6
2 Kfivatcova2 12,7 14 14 Velehradska 52 11
3 Knézeves 8,5 13 15 Hvézdova 4,9 11
4 Evropska2 8,5 18 16 Videnska 7,7 18
5 Jungmanova 8,2 21 17 Na Slupi3 0,9 2
6 Mazurska2 1 3 18 U Nemocnice2 0,1 0
7 Ustavni 4.4 10 19  UNemocnice 0,9 3
8 Budinova 3,1 6 20 Karlovo nam. 1,6 4
9 Lovosicka 4,6 8 21 Bozdéchova2 0 0
10 Sokolovska 3,1 6 22 Bozdéchova2 5.4 10
11 Podébradska 5,1 11 23 V Uvalu 4,9 11
12 Srobérova 0 0 24 Kfivatcova 0
:I; cedrikopaning \_—A oY .f 2 z ﬁ
> é«fhm.ﬂ;ﬁ
= & Start/ End &% Hlubo;{ /
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Figure 6 Route 1 shown on the map, Source: Openroute Service



3.2 Vehicle Routing Problem with Two Vehicles

The second example of utilizing the algorithm for solving VRP in MS Excel was used to find the shortest route
among 27 locations. Now, additional packages have been added to the task, which need to be transported, along
with the capacities of the vehicles available. In total, there are 329 packages to be transported in two vehicles with
heterogeneous capacity. Vehicle 1 has a capacity set to 233 packages and Vehicle 2 to 500 packages.

Table 2 Overview of the results of Task 2, Source: self-processed

Idx. Place Dist. Time Packs Veh. | Idx. Place Dist. Time Packs Veh.
(street) [km] [min] (street) [km] [min]
1 Kfivatcova 16,4 20 0 vl 15 Srobérova 9,1 20 50 v2
2 Pekarska 11 19 1 vl 16  Hviezdoslavova 7,1 17 5 v2
3 Cs. Exilu 5,6 11 1 vl 17 K Pérovné 0 0 93 v2
4 Videriska2 44 11 1 vl 18 K Pérovné 0,8 2 5 v2
5 Antala StaSka 3,6 8 59 vl 19 St&rboholsk4 6,6 16 3 v2
6 Podolské nabr. 3.1 8 4 vl 20 Vajgarska?2 7 14 13 v2
7 Nadrazni3 10,5 23 5 vl 21 Lovosicka 4.6 12 8 v2
8 Kfivatcova 9 17 0 v1/2 | 22 Budinova2 0,7 2 1 v2
9 Walterovo nam. 0,7 2 2 v2 23 Budinova 1,9 4 11 v2
10 Jinonicka 5,7 19 2 v2 24 Zenklova 2,1 5 15 v2
11 U Nemocnice 3,2 7 2 v2 25 Thamova 2,2 7 235 v2
12 Velehradska 1,5 4 5 v2 26 Klimentska 8,2 18 9 v2
13 Olsanska 2,6 6 7 v2 27 Nadrazni3 7,3 15 7 v2
14 Konévova 3,2 7 20 v2 28 Kf¥ivatcova 0 v2

The solution found can be found in Table 2 and in Figure 7. The first four columns of the table remain the same as
in the results table 1. Additionally, two new columns have been added - the number of packages to be delivered to
the customer and the vehicle assigned for transportation.

Locations marked 1, 8, and 28 again represent a single location, indicating the start/end. Specifically, location 1
denotes the start for vehicle 1. Location 8 denotes the end for vehicle 1 and simultaneously the start for vehicle 2.
Location 28 is then the end for vehicle 2.

Vehicles can, of course, travel concurrently, thus saving time. Therefore, the first column does not represent
a sequential order in the traditional sense, as it is not entirely indicative for a multi-depot VRP. Hence, the
first column can be interpreted more as an index or identifier, which will be subsequently used for graphical
representation on the map.

The first, smaller vehicle travels 54.6 km and spends 100 minutes on the route (1 hour and 40 minutes). The second
vehicle travels 83.5 km, and completing its entire route takes 194 minutes (3 hours and 14 minutes). The resulting
value of the objective function (i.e., the sum of all distances traveled by both vehicles) is 138.1 km.

Here, we will take a closer look at the route. From Table 2, it can be inferred that the routes consist of 25 customer
locations and the Schubert CZ warehouse visited three times, as explained earlier. The visual representation
will aid in easier interpretation, now labeled as Figure 7. The route is again created using Openroute Service
https://openrouteservice.org.

The image now shows two routes. The warehouse is labeled 1, 8, and 28, as in the results table 2, indicating the
last stop on the route.

After comparing the results from the Lingo software (LINDO Systems, 2023), it was found that in this case, the
route was not optimal. The value of the objective function for the optimal route was 137.4 km. This represents
a small difference, nevertheless, demonstrating that this algorithm is indeed just a heuristic and cannot reliably
provide us with the optimal solution.
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Figure 7 Route 2 shown on the map, Source: Openroute Service

4 Conclusion

In this paper, a modification of the previously presented algorithm for solving TSP in MS Excel (described by
Stoilova and Stoilov (2020)) was proposed. The modification consisted in extending the algorithm to solve a more
general problem — namely VRP for 2 vehicles with heterogeneous capacity. Thus, a relatively simple way to
solve VRP in MS Excel is possible. The disadvantage of this algorithm is that it is a sub-optimization and cannot
guarantee finding the optimal solution. However, this is redeemed by the fact that the solution of the problem is
relatively fast and especially by the fact that there is no need to purchase any expensive software for solving such
problems.

Further consideration could, for example, be given to extending this approach for VRPs with multiple vehicles.
In this case it would be necessary to create more fixed points between variables and to deal with the problems
associated with this step.
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Measuring and Analyzing the Technical Efficiency of

Floorball Players
Lucie Chytilova , Michal Pazak

Abstract. Floorball, a global phenomenon, demands peak player efficiency for teams
to thrive. However, current evaluation methods are often subjective or based on
national statistics data. This research introduces objective tools for floorball players,
clubs, managers, and coaches. We are using Data Envelopment Analysis (DEA),
specifically the basic CCR and BCC models with different variables according to the
type of players. We assess the technical efficiency of players in the Czech Extraliga, the
top men’s league, across an entire season. Analysing players overall, then by forwards
and defenders, we identify areas for improvement based on playing position and team
affiliation. This novel approach demonstrates the potential of DEA for efficiency
measurement, paving the way for a more systematic and objective methodology and
coaching in floorball player assessment.

Keywords: Data Envelopment Analysis, floorball, efficiency

JEL Classification: C10, C61, C67
AMS Classification: 90C05

1 Introduction

Effectiveness in sports is an important aspect that affects the performance of athletes and sports organisations,
and effectiveness can be understood in many contexts. In general, this concept is more related to the optimisation
relationship between maximising results with minimal use of resources. Efficiency is often associated with social
justice in sports facilities and public services. For example, a study from Charles University in Prague examined
the effectiveness of sports facilities in municipalities and their impact on social justice (Popelka, 2014). This study
focused on how the forms of provision of sports facilities affect the conditions for social justice in sports (Spacek,
2016). Another study focuses on social inequalities in sports activities and how sports activities can contribute to
reproducing these inequalities (Spacek, 2016). This issue is often overlooked, although sports can contribute to
health inequalities and thus be one of the critical mechanisms by which health differences between social classes
are created Spacek, 2016).

Effectiveness in sports is complex, including performance optimisation, social justice issues, and inequality. Sports
organisations and public institutions must consider these aspects when planning and implementing their sports
programs. However, this work focuses primarily on evaluating effectiveness in terms of performance measurement
and recommending further training. The effectiveness of players in sports, including floorball, can be measured
and tracked in various ways. Here are some methods that are often used:
o Statistical tracking: Tracking statistics during matches, such as goals, assists, shots on goal, shooting success
and more, can provide valuable information about player performance (Htlka et al., 2014).
» Physiological Tests: Physiological tests such as aerobic and anaerobic fitness can provide helpful information
about players’ physical fitness (Htlka et al., 2014).
* Heart rate monitoring: Heart rate monitoring is considered one of the most widely used methods for analysing
internal workload in a match (Hulka et al., 2014).
* RPE (Rating of Perceived Exertion): RPE is a valid and effective method of quantifying the load of players
in a training unit (Hialka et al., 2014).
* Video Analysis: Video analysis allows coaches and players to examine the game in detail and identify areas
for improvement (Kadlec, 2022).
*  DEA models: In one study, data envelopment analysis (DEA) models were used to evaluate the effectiveness
of floorball players from the highest Czech competition (Denk, 2016).

It is important to note that no single tool or method is "best" for all players or teams. Performance measurement
should be tailored to the individual needs and goals of the players and team in the context of the overall training
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and competition plan.

As already mentioned, DEA will primarily be used in this article. This is a method that is often used in sports. In
their overview article, Bhat et al. (2019) systematically analyse the application of DEA in evaluating performance
and efficiency in nine popular sports (football, golf, basketball, etc.). They dealt with 102 published articles
on sports and various applications of DEA (classical models, cross efficiency, two-stage DEA, super efficiency,
assurance regions, DEA slack-based measure, etc.). The authors point out here that DEA is a great performance
evaluation technique in sports - it provides a measure of relative effectiveness where players/teams’ performance
is measured against others and helps identify the strengths and weaknesses of players’ play. This method appears
to be very popular in football, which can also be seen in the work of Pelloneova and Tomicek (2022) in the Czech
environment. The authors focus on measuring the effectiveness of players in the Czech and Danish top football
competitions in the seasons 2015/16 to 2019/20. Here, the authors deal with the effectiveness of the players and
their position on the field. Svitora et al. (2022) already focused on floorball, where they compared the level of
floorball skills and movement abilities of children aged U-11 - U-14 in floorball clubs in the Czech Republic and
Australia. The presented results indicate a different level of floorball skills between Czech and Australian floorball
players in the age category we tested. Since this article considers the selection of variables so that the players get
injured as little as possible, it is good to draw attention to the article by Tervo and Nordstrom (2014), where the
authors review 75 articles. One article each was identified from sports management and sports psychology. The
most thoroughly researched topic was the epidemiology of injuries among floorball players, where the result says
that more attention needs to be paid to prevention in the club itself (better trainers, more physiotherapists, etc.).

The article is divided into 5 parts. The first part is this: an introduction that covers what effectiveness in sports
is and how effectiveness in sports can be measured. There is also a mention of floorball. The second part,
Methodology - Data Envelopment Analysis, introduces the methodology used in this article. This is followed by
a presentation of the data and models used in chapter three. Chapter four then analyses all the results that were
carried out and summarises the most fundamental findings in the last chapter, i.e., the conclusion.

2 Methodology of DEA

Data Envelopment Analysis (DEA) is a non-parametric approach. It is widely used for measuring the relative
efficiency of decision-making units (DMUs) with multiple inputs and outputs. Assume, there is a set of T
DMUs (DMUy for k = 1,...,T ), let input and output variables data be X = {x;,i = 1,...R;k = 1,..T} and
Y ={yjr,j=1,..8k = 1,..T}, respectively. Also, u; fori = 1,...R and v, for j = 1,...,S be the weights of the

i input variable and the j** output variable, respectively. Mathematically, the relative efficiency score of DMUy
can be defined as: S
2i-1 ViYik
o= 2L fork = 1,7, )
Zi=1 Ui Xik

Charnes et al. (1978) have proposed the following CCR model to measure the efficiency score of the under-
evaluation unit, DMUg where Q € {1,...,T}:

max ep = Iivivie
< Q7 3R uixig”
s.t. ijl ViVik = Zf’:l uixixk <0, k=1,...,T, )
u; >0, i=1,..,R,
Vi 2 0, Jj= 1,...,S.

The model (2) is non-linear. It is the model of linear-fractional programming. The model (2) could be transferred
by Charmes-Cooper transformation to the standard linear programming problem:
max eg = 37 vjo-
S.t. Zfil Uixig = 1,

Zf:] V]y]k - Zf:] Ui Xik S 0’ k = 17 -"7T9 (3)
u; >0, i=1,..,R,
vi 20, j=1..85,

where Q € {1,...,T}. DMUg is CCR-efficient if and only if ¢* = 1 and if there exists at least one optimal solution
(u*,v*) with u* > 0 and v* > 0 for the set Q € {1,...,T}. The inefficient units have a degree of relative efficiency
that belongs to interval [0, 1). Note: The model must be solved for each DMU separately.



The model (3) is called a multiplier form of the input-orient-CCR model. However, for computing and data
interpretation, it is preferable to work with a model that is dual associated to the model (3). The model is referred
to as an envelopment form of the input-oriented CCR model, see Charnes et al. (1978). A multiplier form and
envelopment form of the output-oriented CCR model exist. Both models give the same results; see ? .

Banker et al. (1984) have extended the CCR model. The extended model is called the BCC model and considers
variable returns to scale assumption. The model has a convex data envelope, leading to more efficient DMUs. The
mathematical model of the dual multiplier form of the input-oriented BCC model is:

max eg = Zf:] Viyio = Vo

st. SR uixig =1,
ZJS.ZI Vivik = SR uixix —vo <0, k=1,...T,
u; >0, i=1,..,R,
v; 20, j=1..85,
Vo € (—00,00),

“)

where vy is the dual variable assigned to the convexity condition €A = 1 of envelopment form of input-oriented
BCC model. Note: The BCC model can be rewritten into the envelopment form or changed into the output
orientation.

The input-oriented CCR and BCC models are used in applications.

3 Data and definition of used models

The analysis of the effectiveness of the players (defenders and forwards, goalkeepers were not included in these
statistics due to lack of data) is made from the statistics of the 2023/2024 season at the end of the 24th game round
of the men’s super league. The statistics were taken from the website ceskyflorbal.cz (2024). These statistics are
the same across all world leagues. Czech floorball collects 25 statistical information, unlike Finnish or Swedish,
where there are only around 10. The Czech league is the best and most suitable for the given analysis. 120 players
(60 forwards and 60 defenders) were selected for the given analysis.

In floorball, each player/post has a specific playing position, which varies depending on where the player is on the
court and their role in the game system. Since the analysis takes place for two basic types of players who have
different positions in the game, it is necessary to make two different models for them. To better understand these
models, the basic game position of these two basic types of players is briefly explained below:

* defender - a player who tries to prevent the opponent from scoring a goal or, in general, to prevent the creation
of a scoring chance. The defenders are divided into left and right defences, each responsible for their part
of the field and defending the opponent’s attacks. Also, the defenders are important to the game towards the
attack, able to play out a potential attack.

» forward - a player who tries to score a goal or create a scoring chance for his team. Forwards are divided
into left and right wings and centres. The role of the left and right wings is to put pressure on the opponent’s
defence, support the attack and create scoring opportunities. The centre (middle forward) is the key figure of
the formation and, at the same time, the game’s creator. His responsibility is to support the attack and the
defence; he directs the game and tries to create shooting space for his teammates.

Since this article is the first analysis in this direction and the position in floorball often changes (in the sense of
right/left wing, etc.), only the division into defenders and forwards is used in this analysis. It should be noted
that the team’s strategy also affects the players’ positions; however, for this analysis, we will assume the basic
distribution mentioned above.

Models built for forwards and defenders use the following statistical attributes:

* number of matches - indicates how many times the player has played for his team during the season.

* number of substitutions - indicates how often a player substituted or was substituted in a match or season.
A substitution is a change of players on the field that can occur at any time during the game, as long as the
rules about the maximum number of players on the field and the prohibition of goalkeeper substitutions are
observed.

* average time on the field - indicates how many minutes and seconds the player spent on the field on average in
one match. The total average time on the court is calculated as the ratio of the time on the court to the number
of games played by the player.



* total penalty time - indicates how many minutes the player spent on the penalty bench in a match or a season,
and it is the sum of all the penalties the player received.

* minuses - indicates how often his team got a goal while the player was on the pitch. A player’s minus is
counted as the number of minus situations the player has experienced.

* total Canadian scoring - indicates how many points the player scored in a match or in a season and is the sum
of goals and assists.

» player’s plus/minus indicates the difference between the number of goals his team scored and the number of
goals his team conceded when the player was on the pitch. A player’s plus/minus is calculated as the difference
between plus and minus situations. A plus situation is when his team scores a goal while the player is on the
pitch. A minus situation is when his team scores a goal while a player is on the pitch.

* shooting success - indicates the percentage rate at which the player converted his shots into goals in a match
or season. Shooting success is calculated as the ratio of goals and shots of the player.

» throw-in success - indicates the percentage of throw-in success. Throw-in success is calculated as the ratio of
face-offs won and lost.

Specifically, the model is shown in the following Figure 1.

# of matches y .
overall Canadian scoring

# of substitutions DMUs = floorball players sl
us/minus

average time on the court - defenders ph i

total penalty time - forwardrs shapting:SUEEess

) throw/in success
minuses

Figure 1 The model for defender and forwarder

It should be noted that there were DMUSs with zero variables. Since DEA models cannot work with zero values,
the data was modified so there were no zeros or negative values , and it should be noted that 60 defenders and 60
forwards were selected from the league, who hit at least 80 % of the matches.

4 Calculation and discussion

The analyses that were carried out as part of the survey are as follows:
1. analysis of all players regardless of position with the same input and output variables;
2. analysis of players concerning the position and different variables for that position.

Both of these analyses were performed for the CCR model and the BCC model. Input-oriented models were used
since inputs are among the variables the player can more easily influence.

Although the calculation of the CCR and BCC models may be unnecessary, based on the agreement between the
authors, both models were calculated. First, it was about determining if the model is correct and whether the
number of practical units is the same or more significant in the BCC model. This is, therefore, a technical matter
Secondly, it was also a confirmation that it is better to measure people using BCC. Since more effective variables
are more logical for this model, the sportsman field is not a machine and cannot generate the same output based on
input. Still, we need to take into account his physiology and psychology. These parameters must also be added to
the model in the future.

The results of all analyses are also shown in Table 1, below.

Within the joint model, Table 1 shows the results of the effectiveness of forwarders and defenders together in one
model - a total of 120 DMUs. The number of effective players for the CCR is 24, and for the BCC model, it is
31 (15 forwards and 16 defenders). The average player efficiency is 0.7254 for the CCR model and 0.7869 for the
BCC model. The following analyses are already primarily for BCC models, as this model is identified as more
suitable for the human effectiveness measurement environment. The ACEMA Sparta Praha team, which at the
time was in first place in the competition, had 4 effective (1 attacker and 3 defenders) and 5 ineffective players (5
forwarders and 1 defender). The most effective players, i.e. 10 effective players out of 31, are from the team -
Predvybér.CZ Florbal Mladd Boleslav, which at the time was in second place in the competition table and had the
most representative players. There are 7 forwards and 3 defenders. The average number among the most efficient
players is 32 Canadian points, and the average number in the plus/minus rating is 39.3. Both metrics represent a
really high number, based on which we can label the Pfredvybér.CZ Florbal Mlada Boleslav team as an offensively

The second author was a master’s student, and therefore, it was necessary to solve the underlying issues.



A model for all players A model for a defender A model for a forwards

CCR BCC CCR BCC CCR BCC

# of players 120 120 60 60 60 60

# of efficient players 24 31 15 22 20 22
mean value 0.7255 0.7870 0.7674 0.8377 0.8284 0.8840
error of mean value  0.0181 0.0162 0.0276 0.0223 0.0207 0.0149
median 0.7106 0.7910 0.7645 0.8951 0.8097 0.9078
mode 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
standard deviation ~ 0.1984 0.1779 0.2137 0.1728 0.1601 0.1150
maximum 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
minimum 0.2740 0.4519 0.2741 0.4623 0.4371 0.6332

Table 1 Descriptive statistics off all results

tuned team. Only 6 people in this team are ineffective (2 forwards and 4 defenders). 1.SC TEMPISH Vitkovice, the
team in third position, has only 4 (2 forwarders and 2 defenders) effective and 10 ineffective players (6 forwarders
and 4 defenders). So, it can be seen here that even a relatively good team can have players who are not quite
effective, but there is some synergy that will move the team forward. Also, with these results, it is necessary to
consider that the data collected is general. If we wanted to go into more detail, we would need more specific data
focused on a specific post. For the attacker, it would be various losses or, on the contrary, keeping the ball in the
zone, while for the defenders, it would be, for example, the number of unblocked shots or the number of fights won
in the defensive zone.

BCC model for 60 defenders (60 DMUs). There are a total of 22 effective and 38 ineffective defenders in this
model. The minimum value of the model is 0.462, the average value is equal to 0.837, and the average value of
all ineffective players is 0.7438. At the same time, the current typology of statistics is not adequately focused on
the defender post. Therefore, the evaluation of the model serves to compare the players’ results across models and
to recognise the correctness of the models. The Pfedvybér.CZ Florbal MB team once again won first place in the
number of effective players and in the model, which is primarily focused on defenders, with a total of 5 effective
defenders. This fact statistically confirms the fact that the Pfedvybér.The CZ Florbal MB team is the strongest
on paper and has the most experienced players in the league (even if it is currently second). Among ineffective
defenders, this team has only one player with a near-maximum effective BCC score of 0.9572. The team FAT
PIPE FLOORBALL CHODU took the first-second place in the number of effective goalkeepers. At the same time,
it has 4 ineffective players but with an average BCC efficiency of 0.792. ACEMA Sparta Prague has 3 effective
defenders; compared to the common model, a defender with national team experience has been added, who was
a reinforcement of the team before the 2023/2024 season and, at the same time, earned the captain’s armband.
So it can be assumed that the team will rely on this player in key moments and should play an important role in
establishing and supporting the attack. Compared to his teammates from the defenders of the ACEMA Sparta
Prague team, he achieves much higher statistics.

The BCC model for forwards is only aimed at 60 forwards. In total, this model has 22 effective and 38 ineffective
forwarders. The minimum value of the model is 0.633, and its average value is 0.884. Predvyber.CZ Floorball
Mlad4 Boleslav again has the most effective players, with nine effective forwards and no ineffective forwards.
Compared to the BCC-I joint model, where ACEMA Sparta Prague was the second most effective team, in the
BCC-I forward models, the second team is 1.SC TEMPISH Vitkovice. It has 4 effective players and 4 ineffective
ones. The already mentioned ACEMA Sparta Prague team took third place with 3 effective and 2 ineffective.

The analysis was also carried out for specific player names based on intermediate knowledge (the author of the
thesis actively plays the given league (Pazdk, 2024)). Still, this is not presented here due to the length of the
article. However, the authors are happy to provide a more detailed analysis on request. Below is a summary with
suggestions and recommendations based on the aforementioned unmentioned analyses:

* Individual Training: Identifying ineffective players and analysing their input and output statistics can indicate
areas players should focus on in individual training. Improving technical skills and physical fitness can lead
to increased player effectiveness.

» Tactical preparation: Analyzing player effectiveness can also provide information about their game decisions
and ability to contribute to overall team performance. Coaches should use this knowledge in preparing tactical
strategies and team formations.



* Mental preparation: Besides the physical and technical side of the game, the players’ mental preparation is also
important. Identifying ineffective players and providing them with motivation, confidence and concentration
support can positively affect their performance.

* Continuous monitoring: It is important to regularly monitor players’ performance and update their effective-
ness based on new statistics and results. This continuous process will allow coaches and team managers to
adapt training plans and strategies to the team’s current needs.

* Support for teamwork: The effectiveness of players is not only about individual performances but also about
the ability to work as a team. Fostering teamwork, communication and trust between players can lead to an
increase in overall team effectiveness.

Based on the analysis and recommendations for improving the effectiveness of players in Czech floorball, it is
important to pay attention to improving the collection of statistical data and data. Specific steps that could help
improve this process include:

» Standardization of data collection: It is important to have clearly defined and standardised procedures for
collecting statistics from floorball matches. These procedures should include specifications for specific game
posts, leading to a more accurate analysis of players.

* Automating the data collection process: Using modern technology and software to automate the data collection
process can improve the accuracy and efficiency of statistics collection. For example, using sensors and
tracking devices during matches can provide detailed and reliable data.

* Data quality control: It is important to have mechanisms for quality control of the data collected, including
verification of its accuracy, completeness and consistency. Regular auditing and data validation can help
eliminate errors and inaccuracies.

* Cooperation with experts: The involvement of experts from the fields of statistics, informatics and sports
analysis in the process of data collection and processing can contribute to a better understanding of statistics
and the use of optimal analytical tools.

Implementing these steps could improve the statistics and data collection for Czech floorball, supporting a more
accurate analysis of player and team performance and providing valuable information for coaches, managers and
other stakeholders. In summary, the analysis of the effectiveness of the players and the implementation of the
mentioned recommendations can contribute to improving the performance of floorball teams and achieving better
results in competitions.

5 Conclusion

The contribution of the work is primarily the demonstration of the use of DEA models in the sports industry and
the overall relationship between data mining and sports. Based on the analysis of the efficiency of floorball players
using the DEA model, this model provides not only a comprehensive view of the players’ performance but also
their contribution to the team’s overall performance. The results suggest that identifying the best players in a team
and their effectiveness can be key factors in team success. Further improvements and adjustments in the team’s
training methods and strategies can be derived from analysing the DEA model results. From the results, it can
be seen that it is better to use the BCC model - more players are efficient; it is also understandable that variable
returns of scale are more logical for human activities - each person is an individual, and a person is not a machine
and does not have constant performances.

The overall conclusion suggests that analysing the effectiveness of floorball players using the DEA model is useful
for evaluating team performance and identifying the best players. The results of this analysis serve as a basis for
identifying improvements to the team’s training methods and strategies, thereby contributing to the team’s overall
success in floorball competition. Effective training can help players develop their skills to perform optimally and
increase their effectiveness. As part of further research, it would be appropriate to use other variables for inputs
and outputs or to measure completely different statistical data that could be focused on a specific game post or
specific game situation. For forwards, one could measure turnovers in the zone, the number of blocked shots, or the
number of faceoffs won and possessions in the offensive zone. For defenders, it would be the number of blocked
shots of the attacking team, the number of balls won in the defensive zone, the number of successfully established
attacks that end with a shot on goal, and others.

The expansion of this work is expected in the future. And the use of some other extensions of DEA models (cross
efficiency, two-stage DEA, super efliciency, assurance regions, DEA slack based measure etc.). There is also an
effort to expand the data - more years for the Czech floorball league, as well as for the women’s league. Because
like Bhat et al. (2019) it should be noted that this article deals only with big sports and it would be worth analyzing
women’s floorball as well and comparing whether there are any specifications in it.
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A Two-Stage DEA Model for Evaluating the Efficiency of
SMEs with Multi-Year Accounting Data

Lucie Chytilova , Hana Stverkova

Abstract. This study proposes extending the two-stage Data Envelope Analysis (DEA)
model to assess the efficiency of small and medium enterprises (SMEs). The model
leverages multi-year accounting data and incorporates a temporal dimension to capture
the dynamic nature of SME operations. The primary focus is on evaluating these
enterprises’ stability and efficiency. The proposed model decomposes the evaluation
process into two sub-stages: Stage 1 focuses on human capital efficiency, and Stage
2 assesses business efficiency. Outputs from Stage 1 serve as inputs for Stage 2,
reflecting the sequential nature of these processes. These phases influence each other,
even in different periods. Data from 2020 to 2022 are used. This approach allows
for a more comprehensive evaluation by capturing the effectiveness of human capital
utilisation (Stage 1) and its subsequent translation into business efficiency (Stage 2).
The analysis will categorise SMEs into efficient and inefficient groups, further delving
into efficiency levels at each stage. By examining the relationships between human
capital, business skills, and overall efficiency, the study aims to identify key drivers
of efficiency in SMEs. Finally, based on the findings, the research proposes practical
recommendations for enhancing SME operations and developing effective business
support mechanisms.

Keywords: Data Envelopment Analysis, two-stage, small and medium business.

JEL Classification: C44
AMS Classification: 90C05

1 Introduction

Small and medium-sized enterprises (SMEs) are a category of businesses characterised by their limited size and
scope. They usually have a smaller workforce, lower revenue, and a smaller market share than larger corporations.
SMEs represent 99% of all businesses in the EU, and they often try to access to finance and EU support programmes
targeted specifically at these enterprises.

The key characteristics of SMEs include:
» Size - They typically have a limited number of employees, usually ranging from a few dozen to a few hundred.
* Revenue - Their revenue is generally lower than that of large corporations.
e Ownership - These firms are usually owned by private individuals or small groups of entrepreneurs, such as
family businesses or startups.
* Flexibility - SMEs are often more flexible and can respond more quickly to market changes through innovation
and the adoption of new trends.

Most countries consider SMEs to be crucial drivers of economic growth and job creation. They often form the
backbone of the local economy and are a source of innovation and entrepreneurial spirit. Both governments and
non-profit organisations provide programs, financial incentives, and advice to support the development of SMEs.
Therefore, understanding these businesses and how they can be effective is important.

There are various ways to measure the effectiveness of SMEs. Common methods include analysis using financial
indicators (such as turnover, gross margin, cost per employee, profitability, and return on investment), operational
indicators (such as capacity, employee productivity, throughput, process time, and waste rate), and customer
satisfaction measures (such as customer satisfaction surveys, customer feedback ratings, and recommendations).
It is essential to select metrics and indicators that align with the specific objectives and characteristics of the SME.
Combining different metrics provides a more comprehensive view of the business’s effectiveness.

This article continues the work from last year 5 when we chose the data envelopment analysis method for efficiency
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measurement and financial indicators, as these are the most readily available. We have been inspired by some
publications, such as the article by Zhou, Ang, and Poh 13, which have already linked these topics. One of the first
connections can be seen in the work of Wu and Liang 12, who applied DEA to SMEs in China. A more specific
focus on the energy industry was then introduced in 2015 by Park and Jeong 11. All of this suggests the potential
for use. It is also good to remember that nowadays, many other topics can be solved at MPS, and DEA can be
used for this, for example, ecology (affect the environment and society negatively) see 7 or the connection with
competitiveness and sustainability see 6. This may be used in future, too.

We based our model on the complexity of the SMEs’ business and as the growth of the business is seen. We
concluded that the two-phase DEA method published in 2012 by Chen, Cook, and Zhu 4 is suitable. We also
referred to the article by Li and Feng 10, where the authors used two phases and two different periods for analysis.
However, our primary data source was accounting information, marking the start of long-term research. This
single model from the article 5 was rated as very good, so we decided to use yet another timeline to describe this
promisingly developing business and be able to recommend improvements based on an analysis of its effectiveness.

The rest of the paper has the following structure: Section Two-stage Data Envelopment Analysis provides brief
information about the DEA models. Section 3 - Model and Data defines the concrete model and all used variables
and gives information about them. The Results of Analysis section briefly describes this model’s results and future
use. The conclusion provides some conclusions and remarks.

2 Two-stage Data Envelopment Analysis

DEA (Data Envelopment Analysis) is a method used to evaluate the efficiency and productivity of units based
on their inputs and outputs. Two classical models: the CCR (Charnes et al. 3) and the BCC (Banker et al. 1).
One variant of DEA is a two-phase DEA, sometimes called network DEA. Fire and Grosskopf 8 were the first
to deal with this model. It is an extension where we can combine different inputs and outputs when evaluating
the efficiency of units. This makes it possible to model more complex relationships between inputs and outputs
and better capture the specifics of units or industries. It helps evaluate units with a more complex structure of
inputs and outputs or requires additional adjustments to measure efficiency more accurately. It can compare units’
performance in multi-level systems or industries with diverse characteristics.

There are different types of approaches for the network DEA. In this paper, we use the multiplicative method
introduced by Kao and Hwang 9.

Consider the basic input oriented CRS DEA models that estimate the 1st stage, 2nd stage and the overall effi-
ciency for the evaluated unit k¢ independently:
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,
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where k is set of DMUs (DMUy, for k = 1,...,K ), let external input, intermediate measures and final output vari-
ablesdatabe X = {xp,i = 1,...mk =1, . K}, Z={zp,l = 1,..,r;k =1,..,K}and Y = {yjr,j = 1,...n k =
1,...,K}, respectively. Also, v; for j = 1,...,n and v; fori = 1,...,m be the weights of the ith input variable, w; for
[ =1,...,r be the weights of the ' intermediate measures on the side of output of the st stage, wl’ forl=1,...r
be the weights of the I’ intermediate measures on the side of input of the second stage, and the j** final output
variable, respectively.

To link the efficiency assessments of the two stages, it is universally accepted that the weights associated with the
intermediate measures are the same (i.e. w = w’), no matter if these measures are considered outputs of the first
stage or inputs to the second stage.

In the multiplicative method introduced by Kao and Hwang 9, the overall efficiency and the stage efficiencies
of the DMUy, are defined as follows:
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whereas the decomposition model used is
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i.e. the overall efficiency is the square geometric average of the stage efficiencies.

Given the above definitions, the model below assesses the overall efficiency of the evaluated unit k,,:

n
o =1 UjYik
max eko = <m
i=1ViXiko
,
2i=1 WiZik
s.t. lml— <1 fork =1,...,K,
ey ViXik (6)
n
25 Ui Yk
=1 UjYj
T <1 fork=1,..,K,
21=1 WiZik

Uj, Vi, Wi = €.

Notice that the constraints W <1, k =1,...,K, are redundant and, thus, omitted. Model (6) is a fractional
i=1 ViXik

linear program that can be modelled and solved as a linear program by applying the Charnes and Cooper 2
transformation as usual.

3 Model and Data

The two-stage DEA model for the SME market was established after a long analysis with academic and business
staff. The general model with notation ¢ a # + 1 is in Figure 3 and is used for both periods.

DMU - SMEs
1st stage: 2nd stage:
: business
capital
external inputs: intermediate measures: final ouputs:

number of employees stocks economic results
labor costs investments retained earnings

ftime "t") er_om?mic result adf:led value

(time "t") (time "t+1")

Figure 1 Complete model of the SMEs Business



The model includes the first part, which deals with the efficiency of financial management of human capital, and

the second part, which deals with the efficiency of the enterprise. As written, SMEs are small regarding number of

employees, turnover, independence, and flexibility. Therefore, the following variables were important to analysis:
* external inputs in time period ¢:

— number of employees (number) - if the number of employees is appropriate, the business can function
appropriately and save money.

— labour costs (CZK) - appropriate employee salaries will help support businesses (people’s ideas and
growth) and save money for future investments.

* intermediate measures in time period #:

— stocks (CZK) - on the output side, companies want to have as many stocks as possible to fight for the next
years; on the other hand, from the input side, and accounting point of view, companies want to reduce it
as much as possible, so that it does not overburden us with storage.

— investment (CZK) - on the output side, the company wants to increase investment so that companies can
grow, innovate and develop. On the input side, the company sees it as wanting to reduce investment to
save money and restructure the business, but at the moment, it is because of the economic downturn.

— economic result (CZK) - companies usually aim to increase economic results, so obviously, it is an
output. Still, we have also included it as an input, and we want further economic growth to be greater
than the previous period.

* final outputs in time period 7 + 1

— economic result (CZK) - companies usually aim to increase economic results forever.

— retained earnings - is usually the goal of companies.

— added value (CZK) - is a goal of many companies because it can contribute to the financial stability and
growth of the company (but not much used today).

For the analysis, 20 same firms from the same environment (hospitality) were selected from 2020 and 2022. The
descriptive data can be seen in Table 1. Since some of the data were negative or null, there was still some adjustment
with the DEA method, as usual.

A model for 2020 - 2021

id il i2 sl s2 s3 ol 02 03
name of number of labor invest- economic economic  retained added
variable employees costs stocks ments result result earnings value
average 3245 16260.35 13413.20 1516.50  2561.55 5366.70  25563.55 17382.40

max 105 63868 104321 11274 27471 71983 89226 63846
min 2 853 0 67 -92 -2614 -331 1992

std.dev 26.58 17327.05 25375.09 2439.00 6076.96 16167.82 26499.66 14804.06
A model for 20221 - 2022

id il i2 sl s2 s3 ol 02 03
name of number of labor invest-  economic economic  retained added
variable employees costs stocks ments result result earnings value
average 33.75 19234 11009.2  347.03 5366.70 1023.07  25563.55 17382.4

max 107 81439 69251 2308.37 71983 14396.6 89226 63846
min 3 959 34 1.10 -2614 -522.8 -331.00 1992

std.dev 28.29 22001.88 15611,22 50526 16167.82  3159.43  25828.68 14429.21

Table 1 SME:s in the Czech Republic in the time period 2020 - 2022
According to the picture and time. Logically, variable ol from 2020 - 2021 is similar to s3 from 2021 - 2022.

Note that if this analysis were done for other sizes of companies, the variables in the study would also need to be
changed. For example, in the case of large enterprises, it could add the amount of innovation or money provided
for innovation. Furthermore, there should be variable economies of scale, which MPS usually fails to do, but a
healthy large firm has.

4 Results of Analysis

Table 2 shows the result of all the analyses. We can see there:



+ ¢! - efficiency of the st stage (equation (1)) - human capital efficiency,

+ ¢? - efficiency of the 2nd stage (equation (2)) - business efficiency,

* ¢ - efficiency of the overall model (equation (3)) - SME: efficiency,

+ ¢! . ¢? - efficiency of multiplication of two stages (equation (5)) - SMEs multiplication efficiency,

* ¢? - efficiency of the overall multiplicative model (equation (6)) - SMEs multiplicative efficiency.

A model for 2020 - 2021 A model for 2021 - 2022

e! e? e el - e? e, e! e? e el . e? e,

DMUO1 0.8245 0.5454 0.7122 0.4497 0.2928 | 1.0000 0.9797 1.0000 0.9797 0.8872
DMU02 0.8482 0.3959 0.3944 0.3358 0.2057 | 0.8173  0.9328 0.9698 0.7624  0.4243
DMUO03 09176 1.0000 1.0000 0.9176 0.3881 | 1.0000 1.0000 1.0000 1.0000  1.0000
DMU04 0.4354 0.6606 0.4582 0.2876 0.1393 | 0.4059 0.5798 0.3320 0.2353  0.2197
DMUO05 0.1892 1.0000 0.2467 0.1892 0.0537 | 0.0120 1.0000 0.0540 0.0120  0.0020
DMU06 0.3200 0.3707 0.2498 0.1186 0.0905 | 0.4690 0.0583 0.3927 0.0273  0.1046
DMU07 0.5399 0.5085 0.2812 0.2745 0.1717 | 0.1246  0.8572  0.4968 0.1068  0.1221
DMUO0S8 1.0000 1.0000 1.0000 1.0000 0.7628 | 0.5441 0.3051 0.4222 0.1660 0.3187
DMU09 0.5800 0.7154 0.3866 0.4249 0.3087 | 0.4915 0.0098 0.2111 0.0048 0.1360
DMU10 0.2827 0.9314 0.2687 0.2633 0.0691 | 1.0000 0.0020 1.0000 0.0020  1.0000
DMUI11 0.8534 0.4575 0.3560 0.3904 0.1998 | 0.3233  0.2623 0.7350 0.0848  0.1444
DMUI12 0.6355 1.0000 1.0000 0.6355 0.1445 | 0.2359 0.4280 1.0000 0.1010 0.1843
DMU13 0.6657 0.4270 0.3242 0.2843 0.2173 | 1.0000 1.0000 0.2859 1.0000 0.1010
DMU14 0.5763 0.4672 0.4157 0.2692 0.2902 | 0.0888 0.7815 0.1834 0.0694  0.0888
DMUIS5 0.7456 0.6827 0.3351 0.5090 0.1792 | 0.3499 0.0600 1.0000 0.0210 0.1279
DMU16 0.6825 0.5407 0.3450 0.3690 0.1640 | 0.3015 0.0464 0.8258 0.0140  0.0890
DMU17 0.4885 1.0000 0.7363 0.4885 0.1830 | 0.1942 0.4315 0.3283 0.0838  0.1902
DMU18 0.8280 0.3164 0.2183 0.2620 0.1990 | 0.2365 0.0549 1.0000 0.0130 0.0639
DMU19 0.3284 0.3659 0.2487 0.1202 0.0927 | 0.4133 0.0516  0.3671 0.0213  0.1033
DMU20 1.0000 0.3006 0.4671 0.3006 0.2913 | 0.0077 1.0000 1.0000 0.0077 0.0013

average 0.6371 0.6343 0.4722 0.3940 0.2222 | 0.4508 0.4921 0.6302 0.2356  0.2655
std.dev 0.2429 0.2628 0.2659 0.3678 0.1541 | 0.3393 0.4114 0.3490 0.3668 0.3163
# of efficient 2 5 3 1 0 4 4 7 2 2

Table 2 Results of efficiency for each stage and overall efficiency

When it came to comparing the three different "overall" effectiveness, it can be said that the "most positive" model
(the model with the highest effectiveness) in both periods is the SMEs efficiency model (e) compared to others.
This model does not deal with the middle part - the black box. This looks nice for analysis, but this model does
not give us a closer look at the matter, so it can distort the results. It certainly does not provide such immediate
information and can not help the managers understand the business’s problems.

When the models SMEs multiplication efficiency (e - €* ) and SMEs multiplicative efficiency (e®) are compared,
it can be seen that SMEs multiplication efficiency is more "positive" in the first period and similar in the second
period. Generally, these results are much smaller than the SMEs efficiency model. It may look hard to decide if the
results of SMEs multiplication efficiency or SMEs multiplicative efficiency are better - they are similar. One way
how to decide may be to compare results with other analyses. But logically, multiplication is not what works in
business. Business is more connected, so the SMEs multiplication efficiency where the connection between both
parts is given more seems more reasonable.

Big differences can be seen in the efficiency of individual phases compared to the overall one. A closer analysis
was carried out, which is not presented due to the article’s length. But we will mention a few points of interest
and a few recommendations. The problem is mostly in the first part of the first and second periods rather than the
second. So, it is possible that the entrepreneurs themselves sensed that there was a problem in human capital and
solved it. Still, unfortunately, their focus was so great that they forgot to solve the business. It is recommended that
you try to understand the entire business comprehensively. Interestingly, the DMUO3 unit appears efficient in all



models in the second period. In the first period, the efficiency was quite high, except for the SMEs multiplicative
efficiency model.

Based on the results and closer analysis, we are providing information and recommendations for the optimisation:

* Optimizing the number of employees is important and beneficial for many reasons, especially for the success

and efficiency of businesses. Some of the main reasons why it is good to optimise the number of employees are

to reduce costs, increase efficiency and flexibility, focus more on core competencies, and improve company

culture and sustainability. However, it is important to note that the proper optimisation of the number of
employees should be done regarding social responsibility and the preservation of human rights.

* Optimizing labour costs - e.g., changing additional payments, increasing standards, etc. Here it is, but you
have to be careful - costs per person even after termination (2 months’ notice + 3 months’ severance pay), i.e.
if people are fired in the second half of the year, they may not be full effect in the following year. In general,
labour costs do not affect the warehouse. On the other hand, investments can affect labour costs; if we invest,
we try to reduce the cost of labour cost, thanks to the investment.

* Reducing inventory means freeing up cash that can be used elsewhere. It can be invested to bring additional
profit or financial gain, which can be made from inventory optimisation, an important element of successful
supply chain management and warehousing. Proper inventory optimisation allows businesses to minimise
costs, maximise efficiency, and achieve higher customer satisfaction. Some of the key reasons for inventory
optimisation are cost reduction, risk reduction, improved cash flow, increased availability of goods, improved
supply chain efficiency, and better decision-making. Companies may or may not aim to maximise their
economic results. Some companies try to optimise their economic results so that the level of taxation is
adequate. Profit maximisation and investment are interrelated concepts that affect a business’s financial
performance and long-term success.

* Overall, the optimal relationship between maximum economic output and investment lies in strategic planning
and the right balance between generating a profit and investing it in the long-term growth and development of
the business.

5 Conclusion

This article continues research on measuring the efficiency of small and medium enterprises using the two-stage
method. This method is still only necessary to choose a suitable potential and model.

The results show that the SMEs multiplication efficiency model is the best for overall efficiency - it does not give
the best results. Till, it best portrays the situation and business connections. In the future, it would be advisable to
examine SMEs for a longer period of time because even a company can be in different stages of its existence, which
will affect the results. It also revealed that most firms seem unable to handle human capital and entrepreneurship
simultaneously. However, this may also be a problem of the economic cycle, which should be investigated more or
include a longer period of time for investigation.

When evaluating effectiveness, there is an urgent need to focus more on the model’s use and for whom and what
the analysis can be used. If it is a more comprehensive analysis, models that work with the efficiency of individual
phases would be appropriate. It’s crucial to consider the best method and whether the process/method suits the
specific industry. That is why we are considering doing three-stage/net DEA instead of two-stage DEA models
over a longer period. We are also looking to use other data models, such as the additive method, the solution of
negative variables, different returns to scale, etc.
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Portfolio Analysis: Exploring Rank Length Metrics
Tereza Capkova®

Abstract. Portfolio analysis is a crucial aspect of financial management, with numer-
ous specialists continually seeking to develop novel approaches that may enhance de-
cision-making methods. This study investigates the application of Extreme Rank
Length (ERL) and Continuous Rank Length (CRL) metrics as alternative approaches
for assessing portfolios, differing from traditional optimization methods. The motiva-
tion for this work stems from the robustness of stochastic dominance. To determine
the effectiveness of ERL and CRL in evaluating portfolios, we simulate portfolios
using the eleven most active stocks by dollar volume. The performance of these port-
folios is evaluated using ERL and CRL metrics. Our research opens the door for fur-
ther investigation and development in financial analysis by highlighting the potential
of these metrics in portfolio evaluation.
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1 Introduction

In modern financial analysis, evaluating portfolio performance is a critical aspect that aids investors in making
informed decisions. Traditional portfolio evaluation methods, such as the mean-variance optimization introduced
by Markowitz (1952), focus on balancing expected return against risk, typically measured by standard deviation.
However, these methods often fail to capture the nuances of portfolio behavior under varying market conditions,
particularly during periods of high volatility or economic upheaval. Because of that, we are motivated to explore
new methods or use metrics that were not used before in the context of finding the optimal portfolio.

There are many methods for evaluating portfolios and choosing the optimal one. This research is widely inspired
by stochastic dominance (Levy, 1990). Stochastic dominance has been extensively applied in portfolio analysis,
offering a robust framework for comparing the entire return distributions of different assets. Motivated by the
comprehensive stochastic dominance framework, our research explores another ranking method: Extreme Rank
Length (ERL) and Continuous Rank Length (CRL).

2 Methodology

Throughout the research, we utilized the package GET (Myllyméki & Mrkvicka, 2020). First, let us define the
variables and metrics for the portfolio analysis.

2.1 Variables and metrics

Return

The return on an asset is a critical measure in financial analysis, defined as the percentage change in the asset’s
value over a specified period. To calculate the return, we consider the asset's end-of-period and beginning-of-
period prices. Specifically, when dealing with stocks, we utilize the adjusted closing prices from the first and last
days of the period under examination. For this case study, we used simple returns, as we deemed this approach
adequate for our analysis. Simple returns are straightforward to interpret, making it suitable for our purposes.

Suppose we have stock i, where i = 1, 2,...,n and we have adjusted closing stock prices in period t, where t =
1,2, ...m, as initial values IV;, of stock i at the start of period t and final value FV;; of stock i at the end of period
t. The simple return of one stock in one period R;; is calculated using the following formula. To determine the
return of a specific portfolio CR, for period t, the individual simple returns of stocks within the portfolio need to

! University of South Bohemia/Faculty of Economics, Department of Applied Mathematics and Informatics, Studentska 13, 370 05 Ceské
Budgjovice 5, capkot00@jcu.cz.



be weighed and summed. Assume we have n stocks and let w; represent the weight of stock i in the portfolio. The
weighted return of the portfolio in period t can be calculated using the following formula.

FV §
Ry = IV“ -1 CR, = E w;R;,
it i=1

Risk

To measure risk, we employed the standard deviation (SD) of adjusted returns in a given quarter. We used complete
daily data from that quarter to calculate the SD for each quarter. This approach provides a more granular and
accurate measure of volatility within each period, capturing the daily fluctuations in returns and ensuring a com-
prehensive risk assessment. We also needed to use the inverse of the SD for every quarter because our software
tools only allow us to maximize or minimize functions when combined. Therefore, we decided to use the inverse
SD to facilitate this requirement.

Extreme rank length metric

Both metrics under investigation are primarily employed to identify outliers within a set of functions. Their prime
application is in the global envelope method, where they identify significantly different functions from others. The
first metric is Extreme Rank Length (ERL) (Mrkvicka et al., 2020; Myllymaki et al., 2017; Narisetty & Nair,
2016).

The bounding curves define pointwise envelopes:

Tlgf,a(r) = iz{nirgﬂk T;(r) Tu(lz% ) = i=§?3§+1k T,(r) forrel

.....

where min®* and max® denote the kth smallest and largest values respectivetly, and
k=12, ..,[(s +1)/2] where s is fixed number of simulations and k is fixed probability of the type error I. The
interval I is an interval of distances, in our case interval of quarters. Function T; in our case is performance of
portfolio i.

(k
ow

R; = max {(k: T)(r) < T,(r) < T\ (r) for all r € I}

The value R;, which we call the extreme rank, is a depth measure that represents the apparent ‘extremeness’ of the
curve T; in the bundle of functions T; ..., Ts, 4. Surely, in our case we will be using only one-way ERL, because we
want function that is the highest. For a better understanding see Section 4.1 of Myllymaki et al., 2017.

ERL computes pointwise ranks and evaluates the duration of the most extreme rank for each function. It orders
functions from the most to least extreme based on this duration. However, a function that reaches a high rank but
then drops significantly can still be evaluated as the most extreme, which in our case could be undesirable due to
biasing this metric by the high fluctuation of portfolio functions. Because of this, we assume that ERL will not be
the best metric to use in portfolio analysis.

Continuous rank length metric

The Continuous Rank Length (CRL) (Hahn, 2015; Mrkvicka et al., 2022) metric is a tool used to evaluate function
behavior continuously. See Section 2.3.2 in Mrkvicka et al., 2022, for the original formula. CRL evaluates the
ranks of functions over a continuous interval. Specifically, it calculates how frequently each function achieves
specific ranks throughout the interval, forming a vector of rank lengths. This metric induces a natural ordering
where functions with frequent low ranks are considered more extreme.

To better capture the portfolio behavior, we modified the original formula of CRL by switching minimum with a
sum,
1 .
G =17 12 C;(r) with C(r)=s+1—-c¢(r)

Where ¢; is the continuous poinwise rank that is refinement of R;. For better, understanding see Section 2.3.2 in
Mrkvicka et al., 2022.

By summing the ranks, the metric accounts for the total performance across the interval rather than focusing on
the minimum rank. This provides a more comprehensive view of the function's behavior. Also, this sum-based
metric is less sensitive to extreme fluctuations. A single low rank (which would dominate the minimum-based
metric) will not overshadow the overall performance in the sum-based metric. This is extremely helpful when
evaluating portfolios because functions (portfolios) that maintain good ranks consistently will be favored. At the
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same time, those with significant drops will be penalized, addressing the issue of temporary extremes impacting
the evaluation with ERL.

2.2 Case study

As a first step, we chose eleven stocks to include, which is explained further. Secondly, we simulated random
portfolio weights for our eleven selected stocks. To showcase and compare these metrics, we first simulated 10°
random portfolios. Then, we iterated on the method for 10° portfolios to show its robustness. The simulation for
every iteration was performed only once because the objective was to generate random portfolios for analysis, not
to optimize the portfolio composition. In future research, the use of Monte Carlo simulations is recommended.

Data

The data was collected using a quantmod package (Ryan & Ulrich, 2024) which retrieves financial data from
Yahoo Finance.

Determining which stocks to include was a critical section of our research. To address potential confounding fac-
tors arising from the COVID-19 pandemic, we utilized data from 2008 to 2018. This decision guarantees that our
initial implementation of the technique is founded on more foreseeable and consistent data. Analyzing the method's
performance on unpredictable data, such as during the COVID-19 pandemic, will be the focus of our subsequent
research. Our analysis is performed on quarterly periods. As for choosing the stocks, we focused on the most active
stock by dollar volume (Nasdag, 2024), assuming that higher trading volumes would imply lower risk and more
stable returns. The assumption is based on the premise that actively traded stocks are stable and less susceptible to
drastic price swings due to their liquidity. Some stocks needed to be eliminated because they began trading during
our chosen timeframe and did not have a complete dataset — specifically, TSLA, META, and ARGO.

Ticker Name Mean  Min Max SD Median
NVDA Nvidia Corporation 7,52 -42,88 56,17 22,54 9,95
AMD Advanced Micro Devices, Inc. 6,04 -54,43 81,63 33,34 0,32
APPL  Apple Inc. 5,63 -3493 4580 16,27 8,19
SMCI Super Micro Computer, Inc. 458 -30,27 51,98 23,12 -1,27
MSFT  Microsoft Corporation 3,23 -26,09 2520 12,21 3,58
MSTR  MicroStrategy Incorporated 2,60 -34,71 52,18 20,32 1,14
AMZN  Amazon.com, Inc. 754 -26,30 47,76 16,78 9,70
ADBE  Adobe Inc. 4,28 -44,15 28,87 14,36 6,80
GOOGL Alphabet Inc. (Class A) 3,37  -35,72 30,35 15,45 3,84
GOOG  Alphabet Inc. (Class C) 3,37 -3572 30,35 15,50 2,93
MU Micron Technology, Inc. 8,08 -38,60 5830 27,83 6,87

Table 1 Basic Characteristics of Stock Returns Calculated from Quarterly Data

3 Results

First, let us assume that our objective is to identify the optimal portfolio. Within this framework, our objective is
to identify a function that optimizes the generation of profits while simultaneously reducing the potential for loss.
This entails identifying a portfolio that maximizes returns while maintaining a specific level of risk or minimizing
risk while achieving a specific level of returns in our simulated portfolios using ERL and CRL metrics.

Table 2 displays the stock weights in selected portfolios based on the ERL metric. The noteworthy aspect is the
reduction of stocks GOOGL and GOOG, which do not have a high average return (Table 1). Stock MU is also
being reduced, but from Table 1, we do not see any specific characteristic explaining why, and that is because the
basic characteristics do not tell us much about the function's behavior.
ID NVDA AMD APPL SMCI MSFT MSTR AMZN ADBE GOOGL GOOG MU
m 83684 027 013 032 0,03 0,05 0 0,08 0,01 0,06 0,05 0
= 66694 0,27 0,06 0,06 0,04 0,05 0,35 0,04 0,02 0 001 01
76603 009 014 016 012 0,09 0,01 0,11 0,15 0,06 0,07 0

Table 2 Optimal portfolios weights according to our simulation (ERL) 10°



Figure 1 showcases the three selected portfolios by ERL metric in our initial simulation, and the basic character-
istics of these portfolios can be found in Table 3. From the graph, it is hard to understand why these portfolios
were selected because the functions are not extreme on the whole interval, but the extremeness is based on the
metrics.

Notice how the second portfolio, 66694 (blue), differs from the others in the graph and its basic characteristics.
This portfolio showcases that ERL has a problem with portfolio analysis, which we expected. This portfolio was
evaluated as a good one probably because of the extremeness of returns, even though it is one of the worst in SD.
What we mean can be seen most significantly between the 13th and 16th quarters, but it can be observed many
times in its behavior. Based on this observation, we deem ERL not ideal for portfolio analysis because 66694 is
not the best due to its high risk and was selected just because, in some intervals in return, it is the most extreme.

ID Mean SD Min Max Mean
(return)  (return)  (return)  (return) (risk)
m 83684 4,62 13,52 -29,38 31,32 0,64
m 66694 3,13 18,38 -34,36 45,83 3,07
76603 4,41 14,75 -34,61 40,41 0,61

Table 3 Basic characteristics of selected portfolios (ERL) 10°
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Figure 1 Three portfolios having the most extreme curves (ERL metric) 10°

Let us look at the other metric. Table 4 displays the portfolios selected based on the CRL metric. These portfolios
differ significantly from those selected by ERL and exhibit substantial variability. This implies that employing this
approach may give us a wide range of portfolios that exhibit strong performance.

ID NVDA AMD APPL SMCI MSFT MSTR AMZN ADBE GOOGL GOOG MU

m 24958 0,1 015 0,25 014 0 0,01 0,24 0,01 0 0,06 0,04
86661 023 011 001 021 0,05 0,01 0,17 0,07 0 0,02 0,12
m 25958 0,17 015 0,16 0,1 0,02 0,02 0,17 0,01 0,05 0,08 0,07

Table 4 Optimal portfolios weights according to our simulation (CRL) 10°

Let us examine these portfolios. Figure 2 showcases the three portfolios with the most extreme curves determined
by the CRL metric. Table 5 shows the basic characteristics of these portfolios. At first glance, it is evident that we
obtain more consistent outcomes compared to the ERL case. The distributions exhibit a high degree of similarity,
especially in the behavior of a return function, but it can be seen even from basic characteristics. The portfolio
with the 24958, which is highlighted in dark blue, consistently ranks in the top half of the functions in both graphs.
It also consistently ranks at or near the top in the risk. Portfolio 86661 (green) is also interesting because if we
looked solely at the return, we would probably deem it better than the blue one (see the functions between quarters



20 and 24; overall, the function is higher many times). However, because of its higher risk, as seen by the lower
function in the SD graph, it was not selected as best.

ID Mean SD Min Max Mean
(return) (return) (return) (return) (risk)

m 24958 4,71 13,41 -32,26 37,99 0,65
86661 4,54 13,74 -35,44 33,87 0,81

m 25958 4,27 13,54 -32,11 36,62 0,69

Table 5 Basic characteristics of selected portfolios of our simulation (CRL) 10°

This observation supports our assumptions before the research. In the future, we will only utilize the CRL metric
for analysis. However, it is premature to determine its effectiveness at this research stage.
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Figure 2 Three portfolios having the most extreme curves (modified CRL metric) 10°

To examine the robustness of the CRL metric, we simulated more portfolios, specifically 108. We aimed to deter-
mine whether any selected portfolios would maintain their position in the top 3 or at least the top 10. Table 6
displays the selected portfolio with an expanded simulation. Our previously successful portfolio, 24958, neverthe-
less secured a position in the top 3. The second number, 86661, is not displayed because it is in the fourth position.
This indicates that the robustness of this method is likely satisfactory.

ID NVDA AMD APPL SMCI MSFT MSTR AMZN ADBE GOOGL GOOG MU

229042 015 006 006 021 0,04 0 0,17 0,07 0,03 0,02 0,19
656080 009 017 015 017 0 0,01 0,21 0 0,03 0,13 0,04
m 24958 0,1 0,15 025 0,14 0 0,01 0,24 0,01 0 0,06 0,04

Table 6 Optimal portfolios weights according to our simulation (CRL) 10°

The simulation produced two new portfolios for us. We have listed the basic characteristics of these portfolios in
Table 7. Upon examining Figure 3, it becomes evident that the functions are nearly identical in returns within
certain intervals but very different regarding SD. The selected portfolios differ; however, they all share the char-
acteristic of having at least one stock eliminated.

ID Mean SD Min Max Mean
(return) (return) (return) (return) (risk)
229042 4,65 13,58 -34,95 32,28 0,79
656080 4,3 13,36 -31,36 39,62 0,65
m 24958 4,71 13,41 -32,26 37,99 0,65

Table 7 Basic characteristics of selected portfolios of our simulation (CRL) 10°
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Many interesting observations can be seen in Figure 3, but we again found quarters 20 to 24 to showcase best how
the metric works. The orange portfolio 229042 is the highest of all three but the lowest (worst) for SD. Then blue
portfolio 24958 is the best in SD but the worst of the three in return. Remember that the metric works on the whole
interval since it is continuous, so these peaks are compensated by the function behavior somewhere else in the
interval. This method depends on the selected interval, so the results would be completely different if we cut the
first ten quarters. The aim of the following research should be to test this metric on the following data and deter-
mine how to stabilize this method.
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Figure 3 Three portfolios having the most extreme curves (modified CRL metric) 106

4 Conclusion and discussion

In this study, we investigated and showed the application of Extreme Rank Length (ERL) and Continuous Rank
Length (CRL) metrics for portfolio evaluation. Our findings reveal several key insights and open new avenues for
further research.

The results from the ERL metric showed that the portfolios deemed optimal often did not have the best return
characteristics nor the lowest mean risk. Relying solely on ERL may not provide a comprehensive assessment of
portfolio performance because it computes pointwise ranks and evaluates the duration of the most extreme rank
for each function, which does not penalize fluctuation. The significant differences in portfolio weights and the
inconsistencies in risk profiles underscore the unfitness of the ERL metric for portfolio analysis. The CRL metric
provided more consistent outcomes, as evidenced by the more uniform distributions. The portfolios selected based
on CRL exhibited high similarity and consistently maintained rankings across different simulated portfolios. This
suggests that the CRL metric may offer a more reliable measure of portfolio performance, particularly in capturing
the stability and resilience of portfolios over time.

Despite the promising results, our research is still in its early stages, and several key questions remain unanswered.
Comparing it to other portfolio optimization methods should be our next research aim. One of our favorite aspects
of this method is that the portfolio's performance is visible on a graph. This allows us some leeway when comparing
it to other approaches, as we can always plot the results of the other method. Future research should also explore
the performance of these metrics under highly volatile conditions, such as those induced by the COVID-19 pan-
demic. Additionally, incorporating time-weighted adjustments to the metrics could provide a more accurate reflec-
tion of current market conditions. An additional application worthy of investigation is the examination of the
preferred stocks within the generated portfolios. We could potentially construct a great portfolio by selecting and
combining preferred stocks with others.



In conclusion, while CRL metrics show potential in portfolio evaluation, further investigation and refinement are
necessary. Our findings suggest that the CRL metric warrants deeper exploration for its robustness and applicabil-
ity in diverse market scenarios and should be compared with other methods. By continuing to develop and test
these metrics, we aim to contribute to advancing financial analysis and portfolio management.
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Wavelet Method for Pricing One-Stage Expansion Options
under Stochastic Volatility

Dana Cern4!

Abstract. One-stage expansion options are real options that enable expanding an
investment project by a predetermined factor at a certain cost on a specified future
date. Assuming that the price of the underlying commodity and its volatility follow a
geometric Brownian motion, the valuation model for expansion options is represented
by several partial differential equations. This paper aims to introduce a pricing model
for one-stage expansion options, propose an efficient wavelet-based method for its
numerical solution, and implement the method to address practical problems. The
method employs the Crank-Nicolson scheme extended by Richardson extrapolation in
conjunction with the wavelet-Galerkin method. Its application to abenchmark problem
within the iron-ore mining industry demonstrates the suitability and applicability of
the method and highlights its numerical advantages, which are high-order convergence
and a small number of iterations necessary to attain the desired accuracy.

Keywords: real option, option to expand, stochastic volatility, cubic spline, wavelet
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1 Introduction

Real options theory is analogous to financial options theory because real options provide managers with the right,
but not the obligation, to make investment decisions based on future market conditions, see (Dixit and Pindyck,
1994; Haque et al, 2014; Myers, 1977). Real options include options to expand, defer, modify, or abandon
investments in response to market developments, enhancing the overall value and flexibility of the investment.
Expansion options are real options that enable the expansion of an investment project in the future if conditions
are favorable. We consider a project tied to the production of a certain commodity whose value depends on the
price of this commodity. The aim is to valuate an option to expand the project by a factor « at time 7 at the
cost of K. Under the assumption that both the commodity price and the variance of the price follow a geometric
Brownian motion, the model is represented by partial differential equations (PDEs), which are similar to those
representing the Hull-White model for financial options. However, the situation for real options is much more
complicated than for financial options because there are several equations to be solved, the payoff function is not
given but is determined as the solution of PDEs, and setting appropriate terminal and boundary conditions is also
more difficult.

Due to these difficulties, the PDE approach for expansion options has not been studied as widely as for financial
options, and it is still an active and challenging area of research. The research on PDE methods for expansion
options includes papers (Haque et al, 2014; Li and Wang, 2019; Hozman et al, 2024; Cernd, 2023) for the model
with constant volatility and (Li et al, 2022) for the model with stochastic volatility.

The objective is to design a model suitable for expansion options. Unlike the stochastic volatility model in (Li et al,
2022), the model in this paper is formulated in logarithmic prices, includes a parameter representing the mean
convenience yield on holding one unit of output, equations representing the model are not degenerate, and more
precise boundary conditions are established.

The second objective is to propose a numerical method for the model that is efficient in the sense that it is high-order
convergent with respect to both time and spatial variables and requires a small number of iterations to solve the
resulting system of equations. It has been shown that the wavelet-based methods have these required properties for
various option pricing problems, see (Hilber et al, 2013; Cern4, 2019; Cernd and Fiiikovd, 2024). Therefore, we
use the wavelet-Galerkin method combined with the Crank-Nicolson scheme with Richardson extrapolation. The
aim also is to implement the proposed scheme and apply it to a benchmark problem in the iron-ore mining industry.

! Technical University of Liberec, Department of Mathematics, Studentska 2, 461 17 Liberec, Czech Republic, dana.cerna@tul.cz



2 Stochastic Volatility Model for Expansion Options

The basic assumption is that both the commodity price P and the instantaneous variance y of P follow a geometric
Brownian motion,
dP=P (r=96) dt+P+ydW, dy=yu,dt+yoy,dZ. @)

The variable ¢ represents time, r is the risk-free interest rate, ¢ is the mean convenience yield on holding one unit
of output, uy is a constant drift rate of y, o, is a constant volatility of y, and W and Z are the standard Wiener
processes, which are correlated with the correlation coefficient p.

The model contains two projects. The first project Py does not include any change in production rate. The second
project Py involves increasing production by a factor k > 1 at time T at the cost of K. These two projects are
characterized by the following quantities: the lifetime of the project Py denoted as T, the production rate g (¢) of
project Py, the average cash cost rate of production per unit output C(¢), the state royalties rate R, and the company
income tax rate denoted by B. The after-tax cash flow rate of project Py is then given by (Haque et al, 2014; Li
and Wang, 2019):

Dy (P,1t) =qr (1) (P(1-R)-C(1))(1-B), k=01 2

Based on the theory from (Black and Scholes, 1973; Hull and White, 1987) and employing a similar approach to
(Li et al, 2022), we establish that the value Vi (P, y, t) of the project Py is a solution to the equation

Vi Py 0%V 32 Vi oy y* 0V Vi Vi
- = Po -0)P— —Adoy)y— —rVi ==-Di (P,t) (3
o T3 apz tPEOYY 6P(9y+ 5 6y2+(r ) 6P+(py Y)yay rVk « (P,1) (3)

where P € (0,),y € (0,00),¢ € (T P TZ), To =0,Ty =T, and A represents the market parameter (Li et al, 2022).

The second-order terms are zero for P = 0 and y = 0, which means that equation (3) is degenerate. However, the
degeneracy can be eliminated using logarithmic transformation and localization. Hence, we define new variables
x =log P and z = log y, choose the minimum price Py, and the maximum price Pp,x and define x| = log Ppin
and xp = log Pmax. Similarly, let z; = log ymin and zo = 10g ymax, where ymin and ym.x are chosen minimum
and maximum bounds for y, respectively. Then, a new domain is Q = (x;,x2) X (z1,z2) and the function
Uk (x,z,1) = Vi (e*, €%, 1) satisfies the equation

oU
a—tk + LU =-Di (e",1), (x,2)€Q, te(T.Tf), 4)

where the nondegenerate differential operator £; is given by

LUy = — —rUr. ()
0z

% 92U, ez/zﬁzUk U_ﬁaZUk ( 5 eZ)aUk T
y y

—+ + 2 4r-0- =] —+
2 o2 P Bxaz T2 a2 T\ P

oy
2 2

Boundary conditions for z = z; and z = z; are set such that the variance is assumed to be constant z; or z;, and
the equation for the model with constant volatility is solved using the method described in detail in (Cern4, 2023).
Let gf{ (x, 1) be the resulting function for the equation in logarithmic prices for project Py and variance z;. Then,
the boundary conditions are

Uk (x,2:,1) = g4 (0, 1), Ug (xi,2,1) = g3 (xi, 1) = 8¢ (xis1),  x € (x1,%2), z€(21,22), ik=1,2. (6)
The terminal condition at 7, reflects that the project value becomes zero when the end of the lifetime is reached,
Uk (x,2,T{) =0, (x,2) € Q. @)

Now, we consider an option to increase production by a factor x > 1 at the cost K at time T and denote the value
of this option by H (P, y,t). Following the same approach as above, we employ logarithmic transformation and
find that the function F (x,z,t) = H (e*, e, t) satisfies

%—f+£1F=—Dl(ex,t)+D0(ex,t), (x,2) €Q, re(0,7). ®)

The terminal condition at time T reflects the investment at price K,

F(x,z,T) =max (U; (x,z,T) - Uy (x,2,T) —K,0), (x,2) € Q. 9)



Boundary conditions have the form
F(x,zi,t) = hi (x,1), F(xi,z,0) = hi (x;,0) = hy (xi,1),  x € (x1,x2), z€(z1,22), t€[0,T], (10)

where the functions /| and h, represent the value of the expansion option with constant volatility z; and zp,
respectively, which are computed using the method from (Cernd, 2023).

Hence, we first compute functions g§C and h;, i,k = 1,2, as solutions of nonstationary equations with one spatial
variable using the method from (Cernd, 2023). These functions g;; and h; are then used to set boundary conditions
for equations representing project values Uy and option values F. Then, we solve equations for project values Uy
and Uy, use functions Uy and U, to set the terminal condition for F, and solve the equation for F. Thus, we have a
total of three non-stationary equations with two spatial variables and six non-stationary equations with one spatial
variable to solve.

3 Orthogonal Cubic Spline Wavelet Basis

Since the aim is to develop a wavelet-based method, we need an appropriate wavelet basis. Various wavelet bases
were already tested for the valuation of expansion options under constant volatility in (Cernd, 2023), and it has
been shown that an orthogonal cubic spline wavelet basis from (Cernd and Fiiikovd, 2024) is superior to other
cubic spline wavelet bases. For this reason, we also use this wavelet basis here. However, the proposed method
can also be used with other types of wavelets such as orthogonal wavelets (Cerni et al, 2008), biorthogonal spline
wavelets (Cernd, 2019), and spline multiwavelets (Shumilov, 2013).

Let ¥/ be an orthogonal cubic spline wavelet basis adapted to homogeneous Dirichlet boundary conditions from
(Cern4 and Fitikov4, 2024). This wavelet basis is an orthogonal wavelet basis of the space L? (1), I = (0, 1), and
has a hierarchical structure,

w=of ul Jwl, o ={gkel}, ¥I={ynkeT} (11)
J=Jo

The functions ¢ j, x are called scaling functions, and the functions ¢, x are called wavelets. For more details about
the concept of a wavelet basis, refer to (Hilber et al, 2013; Cerna, 2019).

To solve equations with two spatial variables, we need a two-dimensional wavelet basis defined on O = (0, 1)2.
Such a basis is constructed using the tensor product of functions from ¥/. Recall that the tensor product of two
functions u and v is defined as u ® v (x, y) = u (x) v (y) and for two sets I'; and I of functions from L? (1) denote

Meh={y1®y2:y1 €,y el}. (12)
Using so-called isotropic approach, the multiscale wavelet bases with s levels of wavelets are defined as
Jo+s—1
\I'“:(¢>§0®CD§O)U U <CI>§®‘P§U‘P§®CD§UIP§®‘P§). (13)
Jj=jo
4 Wavelet Method
The proposed model is characterized by three PDEs with two spatial variables that all have the same form:
ou
E+£1U=f(x,t), (x,2) €Q, te(r,m), (14)
and are equipped with boundary conditions

U (x1,2,1) G (), U(x2,2,t) =G2 (1), z € (21,22), t € (11, 72)
U(x,z1,t) = G3(x,1),U(x,22,t) =G4 (x,1), x € (x1,x2), t € (11, T2),

and terminal condition
U(x,z,1) =Gs (x,2), (x,2) € Q. (15)

Since the wavelets are defined on the unit square O, we first transform the equation to be also defined on O using new
variables (x — x1)/xq and (z — z1)/z4, where x4 = x, —x1 and z4 = 7z — z1. The next step is the transformation to



homogeneous Dirichlet boundary conditions. To this end, we define a function w that satisfies the above boundary
conditions as follows:

w(x,z,t) =G3 (x,1) + (G4 (x,t) = G3 (x,1))z, (x,2) €0, te][r,n]. (16)

Then a function u (x,z,t) = U (xxg + Xx1,2 24 + 21, 1) — w (x, z, 1) is the solution of the equation

g_btt+£u=p(x,z,t), (x,z)en, te(mn,m), a7

where the differential operator £ is given by

2%t G2y poye T 3w 0F u e¥d*a\ 1 du oy\ 1 u
Lu= 2xfl @4-}0 ;dzd 6xaz+é6_zz+(r —o- 2 ) x_da-i-('uy Aoy - Ty) Za_Z_rv’ (1%)
and the right-hand side is
p(x,z,t) = f (xxq+x1,1) — O;—v: (x,z,1) = Lw(x,2z,1). (19)
The transformed terminal condition has the form
u(x,z,m)=Gs(xxqg+x1,224 +21) —w(x,z,m), (x,2) €0, (20)
and the equation is now equipped with homogeneous Dirichlet boundary conditions.
Let (-, -) denote the L?-inner product and define the bilinear form
a(u,z)=(L(u),z), uveH (D). 1)

We use the wavelet-Galerkin method for spatial discretization. Let ¥* be defined as above, V* = span ¥* and V*
be the dual of V*. The objective is to find a function u € L? (11, 72; V5) N H' (71, 72; V*) such that

(%,v) +a(u,v)=(p,v) VYveV: (22)

Furthermore, we utilize the Crank-Nicolson scheme. Let M € N, and
T — T

M

The scheme is a backward scheme, where at time #,,,, m = M — 1,...,0, we determine u,, € V* using

T= st = TUHMT, Uy (X,2) = (X, 2, 80) 5 fn (5,2) =p (X, 2,t) ,m=0,...,M. (23)

(Um,v) + a (um,v) _

. 5 = () W EVE, pp (V) = (um+]’V)_a(um+],\/)_(fm+fm+],v).

2 2

(24)
Next, we expand the solutions u,, in the basis ¥* and denote the vector of coefficients of this expansion as u;,,

U= (W) v (25)

ZIS o

Substituting (25) and v = i, into (24), we obtain

Asufn — f;v AZ,A _ (t///l;l/’ll) + a (ll’/lz’ l///l) i (f:n)ﬂ = P (l!/u) . Yt € P (26)

We choose the generalized minimal residual method (GMRES) with diagonal preconditioning for the solution of
the system (26). By employing the wavelet-based method, it can be demonstrated similarly to (Cernd and Fitikova,
2024) that the condition numbers of the resulting diagonally preconditioned matrices are uniformly bounded.

Finally, we improve the convergence of the Crank-Nicolson scheme by postprocessing based on Richardson
extrapolation. Let Viy ps be the computed approximate solution using N basis functions and M time steps. We
define a new approximate solution as
4VN om — VN .m
VE g = LI @7)
Richardson extrapolation has the potential for some types of option pricing problems to improve the convergence
rate with respect to 7 from O (72) to O (74), see (Arciniega and Allen, 2004).



5 Expansion Options for Iron Ore Mining Project

We present numerical results for the benchmark problem regarding an option to expand an investment project in the
iron ore mining industry from (Li and Wang, 2019; Li et al, 2022; Cernd, 2023). The project data are as follows:

B=03, R=0.05 r=006, 6=002, o,=01 u,=01 p=01 A4=0.1 (28)

Furthermore, C (1) = 35¢%%% and gq (f) = 0.1%%7". The production parameters are in billion tons. The cost
is K = 10 billion US dollars for the expansion at time 7' = 2 years. In the case of expansion, the production
rate is multiplied by k = 2 and thus the production rate for the project Py is g1 (¢) = qo (¢) for ¢t € [0,T) and
q1(t) = kqo (¢) fort > T. The lifetimes of the projects are 7;; = 75.80 and 7" = 43.62 years. After the lifetime
T;, resources are already exhausted, and thus the production rate gy (¢) = O for t > TZ for Kk = 0,1. We choose
Puin = 0.01, Ppax = 800, ymin = 0.0001, ypax = 1, and compute the approximate solution using the proposed
scheme. The resulting function representing the price of the option at time ¢ = 0 is displayed in Figure 1.

200
150
100

50

-

Figure 1 The function H (P, y,0) representing the value (in billions of US dollars) of the option to expand an iron
ore investment project at time ¢ = 0 in dependence on iron ore price P and variance y of P.

The quantities characterizing convergence are listed in Table 1. The parameter s denotes the number of wavelet
levels, N is the number of basis functions, and M is the number of time steps per unit interval. For the given
level s and the corresponding parameters N and M, we compute option values Hy (P) = H (P,0.25,0) (in
billions of US dollars) for P = 110 and P = 130. To study the convergence behavior, we compute differences
ds (P) = Hg (P) — Hs_1 (P). These values characterize convergence in the sense that the error of order p implies
that differences d; are of order p. Thus, the high-order convergence of d; suggests that the method is high-order
convergent. The parameter it is the number of GMRES iterations in the last time step if the stopping criterion is
that the relative residual is less than 1072 and restart is after every 10 iteration.

s N M H(110) ds(110) H,(130) d,(130) it
1 144 4 76.6078 97.5039 11
2 576 8 78.0536  1.45¢0  99.0660  1.56e0 15
3 2304 16 78.0037 4.99e-2  99.0926 2.67e2 19
4
5

9216 32  78.0004 3.33e-3 99.0910 1.66e-3 22
36864 64  77.9999  5.23e-4 99.0901 8.70e-4 24

Table 1 Resulting option values H (P), their differences d (P), and numbers of GMRES iterations iz.

6 Conclusion

We proposed the stochastic volatility model for one-stage expansion options. Unlike the stochastic volatility model
in (Li et al, 2022), the model in this paper is formulated in logarithmic prices, includes a parameter representing the
mean convenience yield on holding one unit of output, equations representing the model are not degenerate, and



more precise boundary conditions are established. Furthermore, we proposed a wavelet-based method that uses
the Galerkin method with an orthogonal cubic spline wavelet basis from (Cerna and Fifikov4, 2024) in combination
with the Crank-Nicolson scheme with Richardson extrapolation. Numerical experiments for an option to expand
an investment project in the iron ore mining industry confirm that the method is relevant and demonstrate the
advantages, which are high-order convergence and the fact that the method requires a small number of iterations
needed to resolve the problem with the required accuracy. The future aim is to develop an efficient wavelet-based
method for more complex models of real options pricing, such as models with stochastic volatility for multi-stage
expansion options, models with multiple commodities, and models for other types of real options.
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Application of the Three-Level Aggregation Model for
Evaluating Opinions Under Hesitance for Fuzzy Voting in
Spatial Planning Public Decision-Making

Benjamin Emmenegger!, Miroslav Hudec?, Frantisek Zapletal3, Georgiana Bigea4, Edy
Portmann>

Abstract. Public planning decisions affect the living conditions of inhabitants and
their subgroups differently. Citizens should express their support and/or resistance to
each alternative. Since their opinions tend to be subjective, fuzzy voting can be used to
express them and reveal to what extent an opinion is in favor or against each alternative.
However, inconsistent responses consisting of simultaneous high levels of support and
resistance for the same alternative represent a challenge to reach the final decision. To
address it, this paper proposes strengthening the consistent answers and weakening the
contradictory responses. In the real-life Case Study of Unterdorfstrasse (Switzerland)
this consistency is handled and the impact of coalitions among subgroups is explored,
as the impact is different if two of the most affected subgroups or two lightly affected
subgroups agree on a specific alternative. Using the selected fuzzy measures, we
assign weights to subgroups and their coalitions based on geographical features. In
addition, to check the robustness of the results, a sensitivity analysis is performed using
Monte Carlo simulation. In this way, we emphasize the importance of understanding
the dynamics within and between these subgroups to interpret the results. The model
accentuates differences in the data and offers a clearer view of the tendencies.
Keywords: fuzzy voting, Choquet integral, spatial planning, decision making,
Lukasiewicz t-norm and t-conorm

JEL Classification: C10, C44
AMS Classification: C86

1 Introduction

The use of fuzzy sets and fuzzy logic methods for group decision making has been extensively researched, both
theoretically and applied, with the specific characteristics of each application. For example, a fuzzy voting
referendum research project was applied in Basel, Switzerland, concluding that it was a welcomed alternative,
particularly by undecided voters or who rarely participated in voting [13]. They appreciated the flexibility to
express their inclination towards accepting or rejecting. In public matters, important strategic decisions must be
made considering diverse stakeholder groups [15]. Especially in local spatial planning settings, subgroups that
are affected at varying levels may be considered, depending on their geographic location, among other factors [8].
Traditionally, these issues were addressed through surveys and similar methodologies. However, these approaches
frequently encounter limitations as respondents may struggle to provide precise answers [1, 5, 12]. Due to this
uncertainty regarding the level of support or resistance in relation to specific issues, the need for more nuanced
analytical methods is highlighted and this is where the present study fills a gap in the literature [13].

Since weights are often assigned by expert opinions and/or from data and smaller changes in values might influence
solutions (e.g., the order or alternatives), a thorough sensitivity analysis using the Monte Carlo simulation was
performed. Monte Carlo replaces the explored parameter(s) with a random variable(s) with assigned probability
distribution. The model is then run repeatedly with randomly generated values of random parameters, and the
results are analyzed [10].

This paper is structured as follows: the second section contains the Case Study of Unterdorfstrasse, followed by
the third section about the methods, detailing the different levels of aggregation, the fourth section describes the
results, ending with the analysis and the conclusion.
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I am critical against this alternative

7\
[ L@ ) )
Iam againstitand I am critical against I think it is not the I am not resisting
resist active this alternative best alternative at all

Figure 1: Example of a slider showing CLEs [7]

2 Case Study of Unterdorfstrasse

The Case Study of Unterdorfstrasse was a participatory process in Switzerland, where both traditional and innovative
methods were used to engage the community in urban spatial planning. First, the municipality wanted to identify all
possible solutions by collecting alternatives from stakeholders. The entire process was preceded by a preliminary
decision as to which solution (considered subsequently as alternative 1) should be implemented, which caused
great unrest among the population. In total, 13 alternatives were collected from the stakeholders. Eight of them
involved only organizational adjustments, while five of them effectively involved new physical routes for motor
vehicles, some of which required the construction of new roads. After the collection phase, a fuzzy voting phase
followed, where all 13 alternatives were evaluated, together with 540 arguments collected in favor and against
them, through online and analogue means. At the voting session, each of the participants expressed their degree
of support and/or resistance about each one of the alternatives, using fuzzy sliders. The main reason for assessing
these two indicators was to estimate which of the alternative(s) benefited from minimal opposition and maximum
support, to prevent future community conflicts and assess the level of potential opposition that would emerge, with
the aim of a consensus-based decision-making approach [6].

However, since it is common in public decisions that some decision-makers are more affected by future conse-
quences than others, e.g., only some citizens will be directly affected by the construction of an alternative route on
their property and others will not, the question that emerged was whether the agreement of certain groups, who are
most affected by the alternative, should be weighed differently than that of others, who are less affected by it, and
how would that change the results.

The data was collected by using fuzzy sliders with Comparative Linguistic Expressions (CLEs), used to assess
support and resistance [7]. Each slider displayed four statuses, e.g., ranging from ’I do not agree’ to ’I agree’ as
showed in Fig. 1. CLEs were used to allow voters to assess the options more intuitively, in a manner that is more
similar to human reasoning.

3 Methods

In this work, we formalized the preference of each respondent (i.e., intensities of support and rejection), followed
by the aggregation on a subgroup level and among subgroups. Finally, by using the Monte Carlo simulation we
examined the sensitivity of the result.

3.1 Aggregation on the respondent level

When a respondent provides the intensity of support and resistance, his/her reliability should be considered, i.e., the
relation between intensities of support and resistance. Let us look at the possible behaviours and their formalization
by the logic aggregation perspective:

1. when support (S) and resistance (R) are both high, the consistency of answer is low

2. when support (S) is high and resistance (R) is low, the answer is highly for the alternative

3. when support (S) is low and resistance (R) is high, the answer is highly against the alternative

4. when support (S) is low and resistance (R) is low, the consistency of answer is low

To apply aggregation functions, we transformed resistance into its negation (i.e., R,, = 1 — R).

This leads to the adoption of mixed aggregation functions [9]. An option is the convex combination of Lukasiewicz
t-norm and its dual t-conorm (for simplicity, we denote support by x and 1 — R by y),

Ay(x,y) =2 -max(0,x+y—1)+ (1 = Q) -min(1,x + y) )
where 77, = max(0,x + y — 1), S = min(1,x + y) and A € [0, 1]. When A = 1, we get Lukasiewicz t-norm T ;

when A = 0, we get Lukasiewicz t-conorm S ; while when 4 = 0.5, we get the averaging behavior on the whole
domain. Applying one value of A is not able to handle all the requirements in this work.



The values of (1) are determined based on the conditions of support (x) and resistance (y) as follows:
+  When (x,y) € [0,0.5)2, then A = 0.75 emphasizing inclination to resistance by conjunctive function.
*  When (x,y) € (0.5,1]%, then A = 0.25 emphasizes the inclination to support by a disjunctive function.
* Inthe other two cases, (x, y) € [0,0.5] x[0.5,1]U[0.5,1] x[0,0.5], then A = 0.5 emphasizes indecisiveness
by means of the averaging function.

This methodology suggests that values near 0.5 aggregate very indecisive or conflicting opinions, while values
approaching O or 1 indicate a high inclination toward rejection or acceptance, respectively.

3.2 Aggregation on the subgroup level

In each subgroup, we have a certain number of respondents, where each answer is in the unit interval. A suitable
aggregation for the opinion of a group is by arithmetic mean, due to the neutral logical behavior [4], (i.e., neither
inclination to O - full resistance, like geometric mean, or inclination to 1 - full support, like quadratic mean):

1 nm
A= EZIAA(x,-,y,) @
=

where m is the number of respondents in a subgroup and A, (x;, y;) is the aggregated support and rejection of the
respondent j by (1).

3.3 Aggregation of subgroups

The importance of coalitions is managed by the discrete Choquet integral [3] and fuzzy measures. Choquet
integration is based on not necessarily additive monotone measures v : 2V — [0, 1]. A discrete fuzzy measure
[11, 14] is a set function on N = {1, 2, ...,n} which is monotonic (v(A) < v(B) whenever A C B) and satisfies
boundary conditions v(0) = 0 and v(N) = 1.

A subset A C N is considered as a coalition, where v(A) explains the importance of coalition. The discrete
Choquet integral with respect to a fuzzy measure v is given by

n
Co) = Yy [ (s 2 xp D) = v({ g 2 %) | 3)
i=1
where ()C(])’X(z)’ ... x(n)) is a permutation of non-decreasing values, n is the number of subgroups, and x 41y = 0.
An alternative expression, more suitable for computing is [2]

Cy(x) = Z [x(i) = x—1) | v(H)) 4
i=1

where x(gy = 0 and H; = {(i), ..., (n)} is the subset of indices of the (n — i + 1) largest components of vector x.

When the collation of two subgroups A and B should be emphasised, we model as v(A + B) > v(A) + v(B) (super
additivity). When it should be attenuated, we model as v(A + B) < v(A) + v(B) (sub additivity) and finally when
coalition does not bring nothing new, we model it as v(A + B) = v(A) + v(B) (additivity). In all three cases, we
should keep the monotonic property.

4 Results

The data collected from the Case Study of Unterdorfstrasse was processed using the methods, and the following
results have been obtained.

4.1 Collected Data

All data were gathered utilizing sliders. In this approach, support and resistance levels for various alternatives were
captured, and the feedback was analyzed. This method ensured a nuanced understanding of stakeholder positions.
The support and resistance were assessed using CLEs. Two slider dimensions were offered for each alternative,
each with four CLEs and direct visual feedback, as shown in Fig. 1 [7].

The data collected in the Case Study of Unterdorfstrasse consisted of three relevant tables that outline a structure
designed to capture the voting per alternative. In Fig. 2 three tables can be seen. The table singleVote holds



ERD data collected

singleVote age-category
+ optionName : varchar +1id : int
+ optionNumber : int + agename : varchar

+ support : float

+ resistance : float

. inv-categor’
+ crisp : boolean gory

+ involvement : category +id : int

+ ageGroup : category + invname : varchar
+ gender : boolean

Figure 2: Captured entities

a variety of attributes for each vote, including unique identifiers and the fuzzy-voting measures of support (S)
or resistance (1-R). It also links to demographic data such as the voter’s involvement level and age group,
which are categorized in the tables inv-category and age-category tables respectively. These auxiliary tables
are referenced to analyze voting behavior more granularly. They provide predefined categories for the voters’
involvement, distinguishing between non-affected and affected, depending on the degree of affectedness per each
alternative.

4.2 Weights of Coalitions

Based on the involvement of people, four groups were ultimately identified which, for this case, show a reasonable
size and differentiation from each other. Purely geographically, seven groups of participants were identified together
with the local planner. Since the alternatives are local solutions with physical changes in the streets and property,
the groups were assigned to neighborhoods. The results originating from three of the neighborhoods were not
taken into account, because fewer than four people participated from them. From the other four neighborhoods,
14 to 27 1 people took part. The four groups and all combinations thereof ultimately result in 16 different possible
sets of groups. The initial weights were qualitatively determined for an initial starting point. The weights were
created with respect to the impact of the combinations and individual groups on the implementation of the road
infrastructure (alternatives). The initial weights are shown and described below:

*  Grpl (0.179): Somewhat important; influence depends on which solution is chosen and whether they are

affected or not.

e Grp2 (0.071): Not important; just want a solution to the problem.

*  Grp3 (0.286): Important to the decision in any case.

*  Grp4 (0.464): Most impact on the decision since they are landlords.

*  v(Grpl, Grp2) (0.320): Not good since not much affected.

*  v(Grpl, Grp3) (0.970): Only neighbors of some cases but not directly affected by the problem today.

*  v(Grpl, Grp4) (0.226): More impact since it includes more relevant and affected people.

*  v(Grp2,Grp3) (0.161): Some impact and affected in some cases.

*  v(Grp2, Grp4) (0.226): Impact since it includes many people who are affected.

*  v(Grp3, Grp4) (0.258): Most impact on the decision since affected in all solutions, positively or negatively.

*  v(Grpl, Grp2, Grp3) (0.217): Impact since it includes many people.

e v(Grpl, Grp2, Grp4) (0.246): Some impact but not higher than the groups with 3 and 4.

e  v(Grpl, Grp3, Grp4) (0.275): All affected groups are included.

*  v(Grp2, Grp3, Grp4) (0.261): Includes very many people.

*  v(Grpl, Grp2, Grp3, Grp4) (1): All groups are affected - value required by theory.

Based on these weights per coalition, the Choquet integration (4) was calculated at the third level.

1 N =16, 27, 14 and 25



4.3 Sensitivity analysis

The weights of coalitions are expected to be the driving factor of the results. At the same time, these weights can
hardly be precisely set based on some measuring. Therefore, uncertainty can play a potentially important role for
this factor. This uncertainty is explored using Monte Carlo simulation [10]. The weights of single groups are
considered random and uniformly distributed. In total, 2,000 runs were used.

The setting for the analysis is given as follows. We change the weight of the single groups (v| to v4), but the
synergies of the coalitions are preserved (the ratios between the coalitions and the single groups are kept; for
example, if the original weights are v{ = 0.5, v, = 0.8 and v, = 0.65, then under new weights v{ = 0.4, v, = 0.6
we get vip = 0.5). In this setting, we assume the change of the single weights by not more than +10 percentage
points (+0.1) while keeping the range [0, 1]. Thus, 0.2 can be changed to any value between 0.1 and 0.3; 0.07 can
be changed to any value between 0 and 0.17.

The rankings, resulting from Monte Carlo simulation, can be found in Tab. 1. As expected, the rankings of some
alternatives are absolutely stable and reached the same position for all scenarios (alternatives 3, 6, 8, and 10, denoted
in bold). However, the rest are potentially affected by the changes in weight considered. The greatest uncertainty
was found for alternative 9, which can be ranked at five different positions (from 7th to 11th). Alternative 9 is the O
option to do nothing and leave the problem as it is today. From Tab. 1 you can also interpret what the distribution
of alternatives looks like considering the ranking position. The most uncertain ranking is expected at the 8th to
11th positions where from 3 to 4 different alternatives can be found (e.g. ranking 8th contains Alt2, AltS, Alt9 and
Altl1). Since these are rankings, the lower ranks are most likely to be less stable than the top ones. Nevertheless,
it is interesting that the ranks 12 and 13 are very clear.

When comparing the obtained results with those calculated using the initial weights, they are consistent. The mean
ranking coming from Monte Carlo simulation (see Tab. 1) is identical with the original ranking. Thus, the results
are considered stable enough. On the other hand, it was shown that the uncertainty in weights can possibly impact
some positions in the ranking, which should be taken into consideration when using the results for future decisions.

Table 1: Resulting ranking from Monte Carlo simulation

Ranking | Altl Alt2  Alt3  Al¢4 AltS  Alt6 Alt7  Alt8§  Alt9 Altl0  Altll  Altl2  Altl3
Min 10 8 1 11 8 13 3 2 7 6 7 4 3
Max 12 10 1 12 10 13 4 2 11 6 8 5 5
Mean 11.04 961 1.00 1195 9.06 13.00 3.04 2.00 824 6.00 7.11 4.23 4.73

5 Discussion

The top ranks are very clear regardless of the weights of the groups. For the third rank, there is a slight deviation,
and the fourth and fifth ranks deviate somewhat up or down. Rank 6 is again very clear, followed by very different
evaluations. The last rank (13th) in the table is also clear.

The clearly favored alternative is the one that directs traffic control away from the affected perimeter (those
involved). The second ranked solution is the one that attempts to solve the problem (heavy traffic) organizationally
at the level of those responsible. Both are understandably given high priority. The third, most controversial, rank
(alternative 7) is, interestingly, an organizational solution that does not require any major structural interventions.
Also noteworthy is the fact that the solution originally proposed by the Commission (alternative 1) ranks between
10th and 12th.

It must be said that this transdisciplinary approach is more population-oriented than technical. Therefore, it may
happen that the first ranking alternatives have a lower probability of implementation in further engineering-based
elaborations or regional departments. Then, the subsequent ranks become relevant for the municipality. This will
continue until the 0 option of doing nothing is reached.

In regards to decision making and stability despite groups and weights, it is shown that even with a deviation of 10
percentage points, there are very strong preferences regardless of the initial situation. This is of course provided
that Ist and 2nd level aggregations have already taken place, which also reinforce the result. With no deviation
across 2,000 data sets, this represents a clear weighting of the decision-makers’ will. These alternatives must
therefore definitely be pursued by the municipality and taken towards the next step.

Furthermore, various weighting scenarios should now be considered, and the previous phase (1st and 2nd levels)
should be subjected to a Monte Carlo simulation again to look for differences and patterns. In this way, the method



can be further assessed, and the data set can be evaluated. A larger overall data set with a similar method would
then provide a significant result.

6 Conclusion

The evaluation of voting alternatives is a demanding task, especially when citizens express their support and
resistance to developments that influence their quality of life. A usual voting might be considered as oversimplified.
Citizens in a municipality are not equally influenced by any construction plan. Voting supported by weights does
not solve the problem. It is a hard task to assign weights, since there might be a different number of citizens
in differently influenced areas. In addition, citizens are hesitant in supporting or resisting proposed construction
alternatives.

In this work, we proposed an evaluation that considered the individual uncertainty of answers and relevance of
subgroup coalitions, assuming that it is not the same impact when two the most affected subgroups or two lightly
affected subgroups agree. Although weights are assigned according to the geographical distance and influence,
the robustness of the results is realized by simulation. The analysis has shown that the solution is stable, and
differences in order of alternatives are minor.
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Assessing tourism efficiency in traditional beach touristic
centers in Mexico: Application of dynamic two-stage DEA

model and fuzzy time series forecasting

Martin Flegl!, Carmen Lozano?, Patrick Joaquin Cruz®, Marketa Ma-
tulova*

Abstract. Tourism plays an important role in the Mexican economy contributing
around 7.6% to the Gross Domestic Product. That is why it is important to evaluate
performance of the tourism sector for detecting possible areas of improvement. In this
article, a combination of dynamic two-stage DEA model and fuzzy time series fore-
casting is used to investigate hospitality and site attraction efficiency in seven tradi-
tional beach touristic centers between January 2015 and December 2021. The results
indicate significant differences between Stage 1 and Stage 2 efficiencies. Low site
attraction efficiencies indicate opportunities for new policy decision-making strate-
gies to strengthen tourism position both nationally and internationally.

Keywords: Data Envelopment Analysis, Fuzzy logic, Mexico, Tourism, Window
Analysis

JEL Classification: C44, C61, L83
AMS Classification: 62M20, 91G70, 03C98.

1 Introduction

Tourism is one of the most important economic sectors in Mexico, because it has positioned itself as one of the
main tourist destinations internationally and has promoted national, regional, and local development. In other
words, the participation of the tourism sector went from contributing 6.9% in 2020 to 7.6% in 2021 of the Gross
Domestic Product (GDP) at current prices. The arrival of national and international tourists to Mexico has been
constantly growing during the last two decades. In 2022, Mexico registered arrival of 38.326 million of interna-
tional tourists, ranking the country as the 6™ most visited in the world. Constant growth of tourists arrivals resulted
in a direct growth of a hospitality capacity across the country. At the end of 2022, Mexico offered 881,022 hotel
rooms, representing 14.55% bigger capacity compared to 2016. Such a growth creates imminent pressure to guar-
antee efficiency in the whole tourism sector (SECTUR, 2023a).

To assess the tourism efficiency in Mexico, we used the Data Envelopment Analysis (DEA), one of the most used
methodologies for measuring efficiency and performance (Assaf and Tsionas, 2019; Emrouznejad and Yang,
2018). DEA has also many applications in tourism with a focus on either hotel industry level efficiency or re-
gional/state level efficiency. For example, in the hotel industry level Hathroubi et al. (2014) evaluated technical
efficiency of 42 hotels in Tunisia considering environmentally responsible attributes. Higuerey et al. (2020) inves-
tigated the efficiency of 147 hotels in Ecuador during a period 2013-2017. Oukil et al. (2016) provided an analysis
of the hospitality industry in Oman with a focus on hotel characteristics. In the case of regional/state level, Flegl
et al. (2023) evaluated a hospitality efficiency in 32 Mexican states for a period from 1998 to 2018. Kido-Cruz et
al. (2021) evaluated 59 touristic municipalities in Mexico to observe a link between tourism efficiency and poverty.
Furthermore, several authors applied the DEA methodology to evaluate museums efficiency or nature/culture at-
tractions. For example, Huang et al. (2022) evaluated 31 forest park provinces in China for a period of 2009 and
2018 regarding production and service efficiency. Wu and Lin (2022) assessed the performance of cultural tourism
in 14 tourist destinations in Asia from 2015 to 2019.

Little attention has been placed on the combination of hospitality/tourism efficiency and local museum visits.
Several studies evaluated the impact of culture, nature and local activities on hospitality (Oukil et al., 2016).
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However, the evaluation does not consider a network DEA model structure to evaluate the direct impact of the
hospitality on sites visits. That is why, we constructed a two-stage dynamic DEA model using monthly data for
seven traditional beach touristic centers in Mexico for a period 2015-2021. Stage 1 evaluates the hospitality effi-
ciency considering hotels capacity and tourists arrival, whereas Stage 2 focuses on museums and archeological
zones visits efficiency taking into account locations’ attractivity. Further, we combined the obtained efficiency
results with fuzzy time series forecasting to expose a future efficiency trend in each traditional beach touristic
center.

2 Materials and methods

2.1 Data Envelopment Analysis

Data Envelopment Analysis is a non-parametric data-oriented approach for evaluating efficiency and/or perfor-
mance of a set of homogeneous decision-making units (DMUs) according to their capability to transform m dif-
ferent inputs to s different outputs (Cooper et al., 2011). If a more complex production process is required, multi-
stage models are used. In the presented analysis, a two-stage DEA production process is considered (Figure 1). In
this case, we assumed that each DMU; (j = 1,2, ...,n) has m inputs xi‘} (i =1,2,...,m) used in the hospitality
operations stage, which generates D intermediate outputs z,; (d = 1,2,..,D) and s outputs y;“]- r=12,..,5).
Then the intermediates outputs become the inputs to the site attraction process stage with m additional inputs
xg- (i =1,2,...,m). Finally, Stage 2 generates s outputs yfj (r=1,2,...,s) (Tisova and Flegl, 2023).

To observe changes in DMUSs’ efficiency over multiple time periods, the Window Analysis (WA) approach based
on moving averages can be used. The WA approach is valuable in situations with insufficient number of DMUs
in comparison to the number of available inputs and outputs. Using the Window Analysis, an efficiency of a DMU
in a particular period is compared with its efficiency in other periods along with the efficiency of the other DMUs
(Cooper et al., 2011). Therefore, there is n. k DMU in each window, where n is the number of DMUs in each
period and k is the width of each window. This feature increases the discriminatory ability (degree of freedom) of
a DEA model (Dyson et al., 2001), as the total number of T periods is divided into series of overlapped periods
(windows), each with a width k(k < T) leading to n.k DMUs. The first window has n.k DMUs for periods
{1, ..., k}, the second period has n.k DMUs and periods {2, ..., k + 1}, and so on, until the last window has n. k
DMUs and periods {T — k + 1, ..., T}. Intotal, there are T — k + 1 separate analyses where each analysis examines
n.k DMUs (Cooper et al., 2011).

. Inputs
Intermediate XB
measures
Inputs D QOutputs
XA - tali > . a: . YB
Stage 1: Hospltahty Stage 2: Sll‘e attraction
efficiency efficiency

—
Outputs

YA

Figure 1 Two-stage production process for tourism efficiency analysis

2.2 Data and model structure

The analysis uses monthly data related to hospitality activities in Mexico (SECTUR, 2023b) in seven traditional
beach touristic centers since January 2015 to December 2021: Acapulco, Cozumel, La Paz, Manzanillo, Mazatlan,
Puerto Vallarta and Veracruz — Boca del Rio. The hospitality activities are divided into a two-stage production
process consisting of hospitality and site attraction stages. As Lee et al. (2010) and Oliani et al. (2011) pointed out,
hotels’ quality and capacity are important factors in tourism evaluation. In this case, star rating is commonly used
to express hospitality quality. Therefore, rooms availability in each touristic center divided by star rating is utilized
for the inputs in Stage 1. The efficiency of the hospitality process is evaluated regarding the rooms occupation rate
(ROR) and total number of tourist nights (TN). The ROR is taken as the only output of Stage 1 (y;‘j), whereas the
TN is treated as an intermediate output (z,;). Similar model structures were used, for example, by Hathroubi et al.
(2014), Oukil et al. (2016), or Flegl et al. (2023).

The objective of Stage 2 is to evaluate each beach touristic center’s efficiency in site attraction process, i.e., how
well they promote museums and archeological zones. The intermediate input of tourist nights represents a set of



potential visitors. The more tourists visit each touristic center and the more nights these tourists stay, the bigger
the chance of site attraction visits. This chance of visits is stimulated by the availability of site attractions, which
is not only limited to sites located within each touristic center but should also include attraction sites around each
touristic center. So, first, we calculated each site quality as a normalized value between 0 and 100 taking into
account the total number of visits during the last 22 years (separately for 104 museums and 182 archeological
zones operated by Instituto Nacional de Antropologia e Historia). Second, the impact of the site attraction process
is limited to a certain distance. Therefore, we decided to limit the impact by 2-hour radius (considering an average
speed of 80 km/h), where the impact within 30 minutes is 100%, and then decreases by 25% every 30 minutes.
Museums or archeological zones outside the radius of 2 hours have zero impact on the site attraction efficiency.
As a result, Stage 2 includes two inputs xf]’- reflecting a weighted sum of museums (MUS) and a weighted sum of
archeological zones (AZ) attraction within the 2-hour radius in each touristic center. Finally, the outputs of Stage
2 include the total number of museums visits (MUSV1) and total number of archeological zones visits (AZVIS),
using the same weighted sum procedure as in the case of the inputs.

Table 1 summarizes the descriptive statistics of the used variables. The analysis covers 84 months (T = 84) con-
sidering national and international tourists together. The variable returns to scale DEA model was used, and the
WA considers 12-month window (k =12) to eliminate the impact of seasonality. The MaxDEA Ultra 7 software
was used for all calculations.

. . . Rooms_ o¢- IArcheologi-{[Museum vis-| Archeological
Variable |1-star rooms|2-star rooms|3-star rooms|4-star rooms|5-star rooms| Tourists night| cupation | Museums h el
rate cal zones its zones Visits
Minimum 0.00 4,152.00 | 5562.00 | 16,138.00 | 7,452.00 0.00 0.00 0.50 0.00 0.00 0.00
Maximum | 49,276.00 | 59,187.00 | 117,371.00 | 221,134.00 | 218,220.00 | 1,272,233.00 0.90 10.50 43.50 | 265,558.00 | 10,365,507.00
Mean 12,927.00 | 23,270.00 | 48,311.00 | 85,472.00 | 98,248.00 | 334,390.00 0.48 3.04 7.04 20,155.00 | 753,909.00
StDev | 14,228.00 | 19,239.00 | 31,766.00 | 57,776.00 | 73,265.00 | 257,239.00 0.17 3.63 14.93 47,670.00 | 2,068,636.00

Table 1 Descriptive statistics of the used inputs and outputs

2.3 Fuzzy time series

Consider the universe of discourse U < R in which the fuzzy sets A, 4,, ..., A, with membership functions p,,
are defined. Let {y(t),t = 0,1, ..., N} be a time series taking values in U. A fuzzy time series (FTS) {F(t),t =
0,1, ..., N} is a fuzzification of {y(¢)}. In this work, the fuzzification of the time series {y(t)} will be the FTS given
by F(t) = {iu(y(©®),, m(¥(©)}. An FTS model is a collection of rules in the form precedent —
consequent that shows how the fuzzy sets A; relates to each other over time. The process of analyzing a time
series using fuzzy logic can be summarized in a train phase and a forecast phase. The train phase consists in the
following steps (Lucas et al., 2021): Step 1- The partitioning of the universe of discourse. Step 2- The fuzzification
of the time series to turn it into an FTS. Step 3- Temporal pattern extraction. Extract information of the FTS F due
to previous observations using the rules assigned in the model of the FTS. The forecast phase can also be divided
into three steps: Step 1- Fuzzification of the sample that is going to be used in the forecasting. Step 2- For each
element f(t) € F, find the rules that contains f(t) as precedent. Then apply these rules. Step 3- Deffuzification,
that is, transforming the value F (¢t + 1) into a crisp value (¢ + 1). In this work, we use the Weighted Multivariate
Fuzzy Logical Rule Group (WMFLRG) provided in the package pyFTS to perform the extraction of the temporal
pattern and to match the rules in the Step 2 of the forecast phase. In a similar manner, we also used the package
pyFTS to perform the other Steps both in the train and forecast phases.

3 Results

The results are divided into two main parts: first, we describe the obtained results regarding the hospitality process
efficiency and, second, we describe the results in the site attraction efficiency. In both parts, we also analyze the
results of the forecasting part of the analysis.

Table 2 summarizes the yearly average efficiencies of the seven traditional beach touristic centers. The average
efficiency of all centers during the analyzed period was 0.758. This result can be considered as a high efficiency
level. The highest efficiency can be observed in the case of La Paz (0.839) and Manzanillo (0.801), whereas the
lowest efficiency was reported in Veracruz - Boca del Rio (0.669, -0.089 below the average) and Acapulco (0.677,
-0.081). Considering the yearly averages, we can see a stable slight growth from 2015 (0.781) to 2019 (0.831),
which was interrupted in 2020 due the global pandemic crisis of Covid-19 and average efficiency of 0.519. The
hospitality efficiency was then partially recovered in 2021 reaching an average efficiency of 0.755.

Touristic center 2015 2016 2017 2018 2019 2020 2021 Average
Acapulco 0.598 0.583 0.756 0.769 0.826 0.462 0.746 0.677
Cozumel 0.815 0.889 0.815 0.829 0.848 0.441 0.838 0.782




La Paz 0.910 0.887 0.836 0.863 0.885 0.678 0.800 0.839
Manzanillo 0.802 0.834 0.841 0.854 0.849 0.583 0.849 0.801
Mazatlan 0.746 0.758 0.765 0.772 0.806 0.670 0.819 0.763
Puerto Vallarta 0.818 0.843 0.857 0.837 0.863 0.496 0.717 0.776
Veracruz — Boca del Rio 0.782 0.741 0.706 0.768 0.744 0.410 0.522 0.669

Average 0.781 0.791 0.797 0.813 0.831 0.519 0.756 0.758

Table 2 Yearly average efficiency scores in the hospitality efficiency

To analyze the results more in detail, Figure 2 displays the evolution of the monthly hospitality efficiencies. First,
we can observe a similar evolution of the efficiencies in all seven analyzed beach touristic centers. We can notice
highest monthly efficiencies in July of each year, followed by the decline in September. This is due to the summer
vacations. Further, across the whole evaluated period, we can notice low deviations around the average. Only
Veracruz - Boca del Rio and Acapulco show higher deviations from the average. Second, we can observe the
impact of the Covid-19, as all touristic centers were literarily shut down due to the government restrictions. In the
second half of 2020 and 2021, the hospitality sector slowly recovered. The figure indicated that the recovery pace
was different, as for example, Veracruz - Boca del Rio recorded an average efficiency of only 0.522 in 2021,
compared to Manzanillo 0.849, Cozumel 0.838, and Mazatlan 0.819.

= Acapulco Cozumel La Paz Manzanillo Mazatlin Puerto Vallarta = Veracruz - Boca del Rio  -#-Average
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Figure 2  Efficiency evolution in the hospitality efficiency from 01/2015 to 12/2021

In Stage 2, the average efficiency of the site attraction process was 0.545 (Table 3). This is a significant difference
compared to Stage 1 (-0.213). In this case, the results revealed much bigger differences between the touristic
centers and much higher deviations from the average. Cozumel was evaluated as the best with an efficiency of
0.893, followed by Manzanillo (0.831). On the other side, the worst evaluated touristic center was Puerto Vallarta
with very low efficiency of 0.165 (-0.728 compared to Cozumel), Acapulco (0.278) and La Paz (0.399). Surpris-
ingly, the Covid-19 did not cause a significant drop in the efficiency in 2020 and 2021 as in both years the average
efficiency was higher than the average (0.698 and 0.662 respectively).

Touristic center 2015 2016 2017 2018 2019 2020 2021 Average
Acapulco 0.255 0.249 0.272 0.241 0.234 0.240 0.462 0.278
Cozumel 0.879 0.895 0.899 0.923 0.962 0.839 0.849 0.893
La Paz 0.224 0.231 0.397 0.290 0.332 0.710 0.856 0.399
Manzanillo 0.755 0.835 0.779 0.761 0.922 0.972 0.928 0.831
Mazatlan 0.528 0.444 0.489 0.506 0.697 0.629 0.798 0.559
Puerto Vallarta 0.149 0.031 0.013 0.176 0.319 0.028 0.436 0.165
Veracruz — Boca del Rio 0.702 0.737 0.643 0.681 0.701 0.609 0.741 0.693

Average 0.499 0.489 0.499 0.511 0.595 0.698 0.662 0.545

Table 3 Yearly average efficiency scores in the site attraction efficiency

Figure 3 indicates that the distinct impact of the Covid-19 on the site attraction efficiency was caused by different
approaches established in each touristic center. For example, sites around Cozumel were not completely shut down,
whereas the sites around La Paz were completely shut down only in April, August and September in 2020. Con-
sidering a combination of the Window Analysis approach and the selected moving averages of 12 months, together
with lower numbers of site visit compared to the hospitality, Covid-19 had distinct impact on the efficiencies.
Further, the effect of summer vacations in July and September is not that visible in this stage. Similarly, the impact
of Covid-19 shows significant disruption in the post-Covid-19 period. Although the efficiency indicates a recovery
and growth, the pre-pandemic pattern was not established. If we analyze the hospitality efficiency in Figure 2, we
can see reestablished pattern in 2021 with a drop in September following the summer vacations.
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Figure 3 Efficiency evolution in the site attraction efficiency from 01/2015 to 12/2021

Finally, to see the evolution of the efficiencies in both stages behind the evaluated period, Figure 4 and Figure 5
illustrates the forecasted values until January 2025 (i.e., 37 months). It is clear that the average hospitality effi-
ciency remains high 0.882 (with a lower bound 0.827 and an upper bound 0.882) and all beach touristic centers
retook their pre-covid pattern. Similarly, the site attraction efficiency remains low 0.535 (lower bound 0.499 and
upper bound 0.570). Further, the results indicate significant differences between the beach touristic centers, but
with lower deviations magnitudes.
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4 Conclusion

The presented analysis presented a unique two-stage DEA process connecting hospitality and site attraction pro-
cesses for seven traditional beach touristic centers in Mexico. For this purpose, the Window Analysis approach
was used on a period since January 2015 until December 2021. The results revealed a high average hospitality
efficiency with low level of deviations and, on the other hand, low site attraction efficiency with high level of
deviations. The further steps in the research can go in several directions. First, the analysis would include more
years (months) as data for 2022 and 2023 were recently published. Second, the analysis can include more beach
touristic centers to observe differences between the traditional centers and 19 more beach touristic centers regis-
tered by the Secretariat of Tourism. Third, the analysis would also use the Malmquist Index approach to investigate
the effect of a technological change on the efficiency.
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Model of network interconnections
Petr Fiala', Renata Majovska? Lorena Caridad Lopez del Rio®

Abstract. In today's economy, many activities are networked. The importance of
network industries that deliver products and services is growing. Traditionally, only
the effects of competition have been analysed within networks. Increasingly,
companies are discovering that even cooperation between competitors can bring
benefits to all involved. Network interconnections are analysed where networks not
only provide services within their own network but also provide access to others'
networks. This paper models and analyses co-opetition in network industries using
biform games as a combination of non-cooperative and cooperative game theory. The
authors propose a division of biform games into sequential and simultaneous games.
A proposed basic model of a network industry with two networks is defined to analyse
the interconnections. The model can be solved as a sequential biform game and as a
two-stage non-cooperative game. The results are analysed and an illustrative example
is solved.

Keywords: network industry, competition, cooperation, co-opetition, games

JEL Classification: C44
AMS Classification: 90C15

1 Introduction

The network economy is the name given to today's global relationships between economic actors, which are
characterized by strong interconnections (Bobzin, 2006, Shy, 2001). The main role in the new era is played by the
interconnection of anything with anything in a vast network of relationships at different levels, where resources
and activities are shared, markets are expanded and risk costs are reduced. Today's network industries provide the
infrastructure and foundation for the functioning of the economy and society. Specific network effects can be
observed both in physical networks and in virtual networks of users of the same products. Network industries take
many forms and include material networks such as transport, logistics, communications, energy, water and
wastewater, but also abstract economic, financial, social and knowledge networks. Significant technological
changes, in particular digitalisation, have further transformed traditional public services and given rise to network
industries, in particular digital platforms.

The traditional economic approach is devoted to the analysis of competition in network industries. However, it has
also been found that cooperation can bring benefits to all involved. The concept of co-opetition (Brandenburger
and Nabuleff, 2011) is a business strategy that enriches the rules of competition and cooperation by combining the
benefits of both. Biform game models (Brandenburger and Stuart, 2007) offer themselves as a suitable modelling
tool for the concept of co-opetition because they combine cooperative and non-cooperative game theory
approaches (Mayerson, 1997).

Using this modelling framework based on the concept of co-opetition and biform games, specific models for
network industries can be designed and analysed. The models analyse network industries in terms of total number
of members and number of cooperating members in terms of service prices and network access fees and are
analysed using simultaneous biform games. Network interconnections are also analysed, where networks not only
provide services on their own network but also provide access to other networks. The model can be analysed as a
sequential biform game.

The rest of the article is organized as follows. Section 2 introduces the elements of the co-opetition concept. Basic
biform games are used to model co-opetition problems. Section 3 introduces the basic model of network industries.
A sequential biform game for analysing the basic model is presented in Section 4. Section 5 is devoted to the

! Prague University of Economics and Business, Department of Econometrics, W. Churchill Sq. 4, 130 67 Prague 3, Czech Republic,
pfiala@vse.cz

2 University of Finance and Administration, Prague, Department of Computer Science and Mathematics, Estonska 500, 101 00 Praha 10,
Czech Republic, renata.majovska@mail.vsfs.cz

8 University of Seville, Department of Financial Economics and Operations Management, Avenida Ramon y Cajal 1, 41018 Seville, Spain,
Icaridad@us.es




analysis of the basic model using a two-stage noncooperative game. An illustrative example is solved in Section
6. Section 7 presents the conclusions.

2 Co-opetititon concept

The traditional literature on network analysis focuses on the study of competitive relationships (Armstrong 1998,
Laffont-Rey-Tirole 1998a, 1998b). However, it has also been found that cooperation can bring benefits to all
involved. Considering competitive and cooperative pressures simultaneously in the analysis of network industries
is a challenge for further research. The aim of this paper was to propose a modelling framework for the analysis
of network industries and to explore the simultaneous observation of the effects of competition and cooperation in
special models.

The concept of co-opetition (Brandenburger and Nabuleff, 2011) is a business strategy that enriches the rules of
competition and cooperation by combining the advantages of both. This concept delineates the different elements
of the system under study and focuses on the search for so-called complementors, which are competitors that bring
added value as a result of the extension of the capabilities of the analysed entity, thus extending competition by
cooperation. The corresponding PARTS model contains five items that form the basis of the functioning of the
concept of co-opetition in the search for a solution to the situation under analysis: Players, Added Value, Rules,
Tactics, Scope.

Players are divided by type into producers, customers, suppliers, competitors and complementors. Complementors
provide added value if their products provide an extension of the possibilities for the producers' own products. The
rules structure the negotiation between players. Tactics are sequences of activities that constitute the monitoring
of the negotiation process by other players. The scope is determined by the interrelationships between the PART
elements of the game model and the other possible games in which the players of that model participate.

The concept of co-opetition can be analysed using game theory models (Okura and Carfi, 2014). Biform game
models (Brandenburger and Stuart 2007) are offered as a suitable modelling tool for the concept of co-opetition
as they combine cooperative and non-cooperative game theory approaches. We propose a division of biform
games into sequential and simultaneous games (Fiala and Majovska 2020).

The sequential biform game can be solved consequently by application of non-cooperative and cooperative
approaches. The game consists of two phases. In one phase, one type of game models (cooperative or non-
cooperative) is used, and in the other phase, the additional type following the previous part is used in the sequence.
In this article, the first phase will be cooperative and the second will be non-cooperative. In the first phase, the
maximum output for the coalition of all players is calculated and certain parameters are determined cooperatively
with regard to the interests of the participants. In the second phase, players compete on other parameters of the
model and the solution of the situation is determined non-cooperatively, for example using the concept of Nash
equilibrium.

The sequential biform game can then be solved using non-cooperative and cooperative approaches consequently.
The game consists of two phases. In one phase, one type of game models (cooperative or non-cooperative) is used
and in the second phase another type is used following the previous part of the sequence. In this paper, the model
where the first phase is cooperative and the second is non-cooperative will be specifically analysed. In the first
phase, the maximum output for a coalition of all players is calculated and certain parameters are determined
cooperatively with respect to the interests of the participants. In the second phase, the players compete for other
parameters of the model and the solution to the situation is determined non-cooperatively, for example using the
concept of Nash equilibrium. When analysing network industries, there are also models where the order of phases
will be reversed.

The simultaneous biform game has one phase in which cooperative and non-cooperative approaches are used
simultaneously to find a consensual solution to the situation. Finding this consensus solution, however, can be
done through multi-round negotiations. The situation is influenced by the composition of the coalition of
cooperating players and their level of cooperation. Relationships between players can be cooperative and non-
cooperative at the same time. For example, the relationships between producers and complementors are
competitive because complementors provide competitive substitute products and at the same time cooperative
because they add value by extending the use of producers' products. It is possible to formulate a number of network
models in which a simultaneous biform game will be used for the analysis (e.g. Fiala, 2023). Different constraints
affect the players who are under pressure and thus determine the level of cooperation. The level of cooperation
can change over time and can be measured by several criteria. This offers an extension of the models to dynamic
and multi-criteria.



3 Basic model

A network industry with two networks is defined for the interconnection analysis (Kim 2004). This simplified
situation allows for more clarity in the results. The interconnection model considers the following simplification
of the network industry situation. Bertrand's duopoly model is used as a basis, which is analysed as a game in
which strategic decisions are based on prices. We consider the interaction of two networks providing substitutable
network services. This is a model based on the concept of co-opetition, where the players are the networks and the
users of the networks. The networks compete with each other in the network services they provide, but at the same
time they provide added value in access to the interconnection of the two networks. The networks thus become
complementors.

We will use symmetric demand functions in the standard linear form for substitution services
qi(pilpj) = bO - blpi + b2pjl I!J =12, (1)

where qi1, 2 are demands for the network services, pi1, p2 are network competitive prices and bo, b1, by are
parameters of the demand functions.

Networks have the same composition of cost, consisting of a fixed component f and a variable component c.
Variable costs consist of the costs of entering and leaving the network, each of size co, and the costs in between
c1. Total variable cost is therefore equal to ¢ = 2¢o + ¢1.

Networks have the same composition of costs, consisting of a fixed component f and a variable component c.
Variable costs consist of the costs of entering and leaving the network, each of size c0, and the costs in between,
cl. Thus,

Networks provide interconnection options between networks and this requires actions to enter a competing
network, which are charged using so-called access fees (a1, az). However, these access fees may be set arbitrarily
by the networks or by a third party.

The profit of each network is given by the following formula
T[i(pi' p]r ai, a]) = [(pl - C)qi - f] + [(ai - CO)qj - (a] - CO)qi]v IIJ = 11 2. (2)
The networks try to maximize their profits.

Two different game schemas are used for analysis:
e The sequential biform game: in the first phase of the game, networks choose access fees in a cooperative
way; in the second phase, networks compete non-cooperatively in prices.
e Two-stage non-cooperative game: in the first phase, networks compete on access fees; in the second phase,
networks compete on prices.

In the following sections in this paper, these approaches will be analysed, compared and illustrated with an
example.

4 Sequential biform game

The basic model can be analysed as a sequential biform game. In the first phase, the goal of cooperation is to
maximize the total profit for the network industry.

The total profit for the network industry

I(py,p2) = [(pr —aqr — f1+ [(p2 — ©)qz — f] (3)

does not include access payments because total access payments between networks are offset. However, the access
payment affects the price and hence the profit.

Assume that the networks themselves or with the help of a third party, cooperatively agree on a reasonable level
of the reciprocal access fee a, for both networks. We will return to the discussion on the level of the access fee a,
after the non-cooperative pricing phase.

In the second phase, the networks compete for prices (p1, p2). We use the concept of Nash equilibrium to deal with
this non-cooperative situation. The profit of each network at a given access fee a,. is given by the following formula

”i(pi'pj) =[(i—)a; — f1+ [(ar - Co)‘lj —(a, — CO)qi]’ ij=12 (4)

The Nash equilibrium is determined by solving the following system of equations. The first order conditions for
profit maximization are



om(pipj)

. 0,i=1,2 (5)
Given the symmetry between networks, there is a symmetric Nash equilibrium
bo+b bi1+b
Pr=p1=D; =7 Loy 1 = (a, — ¢o). (6)

2by—-b, = 2by—b;

The total price can be divided into two components. The first component is determined by competition on prices.
The second component is driven by the cost of access to the network.

Discussion of the level of the access fee:

The final price is the same as the price in the typical Bertrand competition, if the access fee is set to ar = o,

P bo+bscC
T 2bi-by (7)

If network services are to function as a public service and maximize user welfare, then network profit is zero. In
such a situation, the access charge ao and the price po are denoted.
The access fee ag may be reciprocally calculated from (5)

2b1—b;
bi1+b,

bo+bic

(po — 72225, (®)

Ay = Co +
From the relation (8) it follows
ifag < Cothen Py <P . 9)

Cooperation through setting the access fee can effectively control the price. The relation ap < ¢o does not imply
that the network gains a loss from providing access to the network. The requirements for access to competing
networks are balanced at equilibrium.

5 Two-stage non-cooperative game

To address this situation, a two-stage non-cooperative game model is used to determine access fees and prices for
network services. In the first stage, the networks calculate the access fees by solving the non-cooperative game.
The second stage is devoted to calculating prices also using the non-cooperative game. We will use backward
induction. The profit of each network is given by formula (2). The calculation starts by determining the prices,
taking the non-reciprocal access fees as given.

The first order conditions for profit maximization are

om;(p1,p2) _ s
a—pi—O,l—l,Z. (10)

The solution of the system provides an expression of the network profits in terms of access fees. We then proceed
with the first stage of calculating the access fees backwards.
The symmetric Nash equilibrium can be calculated from the following conditions

Imara) _ =1 9, )

6ai

The solution of the system (10) gives a symmetric access fee a; = a; = a; and a symmetric final price
S0l 4 210 (a, — ). (12)

2by—by; = 2by—b,
The access fees a, and a. differ depending on how they were set, whether cooperative or non-cooperative. The
prices pr and pc are then determined depending on the access fees ar and ac. There is a relationship between the
equilibrium price and the equilibrium access fee such that the price increases if the access fee also increases.

DPe =P1=P2=

The price is higher when networks compete on prices and also on access charges than when access charges are set
cooperatively, because access charges can be agreed below marginal costs co, which is offset by the benefit to
users and accompanied by an increase in the number of users. The access fees set non-cooperatively will be higher
than marginal costs.

For the situations analysed, the following relationship between prices and access charges applies

Po < p* <pc and ag < Cp < &c. (13)



Determining the correct level of access fees is influenced by a number of implications that need to be considered.
The concept of pressure can be used to model and analyse this situation, where the negotiating parties change the
aspiration levels of the criteria in an attempt to reach consensus.

Networks have to respond to pressures that, on the one hand, push prices down to attract more network users and,
on the other hand, raise access charges to raise competitors' prices. Raising access charges raises prices and thus
puts negative pressure on the welfare of network users. On the other hand, lowering access charges will lead to
increased cooperation between networks and possible tacit agreement.

6 [Ilustrative example

We illustrate the approaches of the sequential biform game and the two-stage non-cooperative game on a numerical
example and compare the results. We set parameters of the demand functions b = 400, by = 20, b, = 10 and cost
parameters f=0, co=3, c1=4, ¢ = 2¢o + ¢1 = 10.

We solve the problem as the sequential biform game. In the second phase, the networks compete on prices (p1, p2).
The symmetric Nash equilibrium is given using the formula (6)

Pr =p1 =Pz = 20+ (a, = 3).
In the first phase, negotiate networks on the access fee a,. (see discussion of the level of the access fee).
If ar = co = 3, the price is given using the formula (7)
p" =20,

total profit for the network industry is given using formula (3)

n(*p*) = [(20 — 10)200] + [(20 — 10)200] = 4000,
and profits for networks are given using the formula (4)

7, (p*, p*) = [(20 — 10)200] = 2000,i=1, 2.
If ar < cothen p, < p* and profits will be lower. For e.g. ar = 1, we get
p, = 18, m;(p,, p) = [(18 — 10)220] = 1760, i=1, 2,
I (p,, p,) = 3520.

For a two-stage non-cooperative game, we get from (12)
Pc = P1 =Pz = 20 + (ac - 3).
If ac > cothen p, > p* and profits will be higher. For e.g. ac = 4, we get

pr =21, m;(ps, p.) = [(21 —10)190] = 20901, j =1, 2, 1 (p., p.) = 4180.

The difference is in the process of setting access fees, whether it is cooperative or non-cooperative. Setting
access fees controls prices and profits.

7 Conclusion

Behaviour in network industries is an important subject of intensive economic research. There has been a shift
from the initial investigation of only network competition to the investigation of richer relationships in networks
that include cooperation between competitors. This paper presents a basic modelling framework for analysing
network co-opetition. The concept of co-opetition captures the joint operation of competitive and cooperative
relationships within network industries. The modelling framework is based on the concept of co-opetition, which
is modelled using biform games as a combination of non-cooperative and cooperative games. The biform games
are divided into sequential and simultaneous games according to the way non-cooperative and cooperative game
theory approaches are combined.

The modelling framework allows to create specific models to analyse certain relationships in networks. By
connecting and disconnecting these specific models, it is possible to analyse a targeted part of interest within the
network industry. This paper analyses a specific model that captures the number of cooperating units in a network
and the interconnectedness of networks. The model is simple, yet allows important managerial implications to be
drawn.



The proposed model framework and the specific problem are very flexible and can be enriched and extended with
additional features. Possible modifications to the model framework include the use of additional general tools for
modelling co-opetition on networks and procedures for their analysis, the analysis of different options for linking
cooperating and non-cooperating parts, the use of multi-criteria evaluation in general, additional negotiation
procedures, etc. Another important part is to create other specific models and to consider ways of connecting and
disconnecting specific models. Experimentation with models can have important managerial implications that can
be translated into improvements in real policies affecting network industries.
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Accessibility of public charging infrastructure for electric
vehicles across Central European countries: a geospatial

analysis.
Jindra Lacko!, Tomas Formanek?2

Abstract. This study models spatial distribution of electric vehicle (EV) charging
stations across eight EU nations, a pivotal aspect in the decarbonization strategy of
the transportation domain. Employing geolocated open source dataset, augmented
with official statistical data, we conduct a quantitative analysis on a finely granulated
hexagonal grid. Our findings demonstrate that zero-inflated two stage models exhibit
superior performance compared to conventional Poisson count model in this specific
context. Moreover, our modeling endeavors reveal that a substantial portion of the
variability in the geographic dispersion of EV chargers can be explained by country-
specific fixed effects and the population count of a given grid cell.

Keywords: electric vehicles, charging infrastructure, spatial analysis, spatial mod-
elling

JEL Classification: 033, 038, Q48
AMS Classification: 62M30

1 Introduction

Decarbonization of the transport segment is a long term goal of a number of regional and global endeavours Euro-
pean Commission, 2020 in order to the limit impact of the climate change. Replacing internal combustion engine
(ICE) based mobility by electric vehicle (EV) based one is a complex task, one which can be by necessity fully
achieved only on a generational scale. It can be viewed as a set of several sub-problems, such as decarbonizing
long distance cargo transport, personal mobility and replacing current ICE infrastructure by EV based one.

A network of EV charging stations is on one hand a key enabling factor of EV adoption, as EV users need to charge
their vehicles regularly, and on the other hand cannot be understood merely as a drop in replacement of the current
network of gas stations.

Key differences between ICE and EV infrastructure include the need of EV charging stations to be connected to the
main grid, which has capacity constraints, the possibility of home charging of EV vehicles and the relative slow
speed of charging compared to filling a tank with gasoline. Important consideration should be also given to the fact
that EV adoption is currently seen as desirable, and as such receives varying levels of state support - this includes
direct and indirect support for EV infrastructure building, including public and private charging facilities.

The role of public charging network in EV adoption is subject to scholarly debate He et al, 2022, Metais et al, 2022.
Questions include the leading or lagging role of charging infrastructure with regards to overall EV adoption, and
role of public versus private chargers in residential areas.

The usage of private home charging stations raises an important question with regards to accessibility of EV vehicle
ownership for people living in apartment buildings, who generally do not have access to private parking spaces. This
is a particularly important issue in urban areas, where the majority of the population lives in apartment buildings.
The issue is further complicated by the fact that the majority of apartment buildings in urban areas are not equipped
with charging infrastructure, and retrofitting them with charging infrastructure is a complex and costly task.

This raises the question of how to ensure that people living in apartment buildings have access to charging infras-
tructure, and how to ensure that the expected transition to EVs is equitable and inclusive.

! Department of Econometrics, Faculty of Informatics and Statistics, Prague University of Economics and Business, Prague, Czechia,
jindra.lacko@vse.cz

2 Department of Econometrics, Faculty of Informatics and Statistics, Prague University of Economics and Business, Prague, Czechia,
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Figure 1 Public EV chargers per 100 km? at NUTS3-level
2 Data

Our analysis is based on three spatial datasets: we use a highly granular raster of level-8 hexagons based on the
H3 architecture Sahr et al, 2003 with edge sizes of approximately 440 meters and we combine them with Open
charge map (OCM) OpenChargeMap, 2023 information containing locations and additional information about
public EV charging stations. The dataset is further enriched with distances to nearest shopping mall, obtained via
OpenStreetMap OpenStreetMap contributors, 2023.

The eight countries used in our analysis are covered by 1,003,060 hexagons (level-8 H3 cells, continental Europe),
and there are 35,353 public charging stations.

The EV charging stations are distributed over H3 cells highly unevenly. This is clear both from NUTS3 overview
map 1 and from histogram of chargers per cell 2.

More formally we test the randomness of spatial distribution of EV chargers per H3 cell using in Moran’s [ test.
The value of Moran’s [ statistic when using spatial contiguity neighborhood definition is 3.222751e-01, translating
to z-score of 479.61, and 1.672074e-01, translating to z-score of 1072.3, when using distance based neighborhood
definition with distance threshold 5 kilometres between H3 cell centroids. The hypothesis of spatial randomness
of EV charger count per H3 cell can be therefore rejected, with demonstrated robustness with regards to choice of
neighborhood matrix.

Data used for spatial analysis and model estimation are based on multiple open access sources. The Central Euro-
pean (CE) area covered in this analysis comprises of eight countries (NUTSO units): Austria, Belgium, Czechia,
Denmark, Germany, Luxembourg, the Netherlands, and Poland. Overseas dependencies (e.g. Antilles, Greenland,
etc.) are excluded form the analysis. The choice of level-8 hexagons is based on the highest granularity of publicly
available population density data, provided by the Humanitarian Data Exchange (HDX) Dicko, 2023. Observed EV
charging stations, their exact locations, capacity / speed and additional data are retrieved from the Open charge map
(OCM) OpenChargeMap, 2023, which is an open source and open access resource focused on EV infrastructure.
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Figure 2 Histogram of EV chargers per H3 cell

The variables considered in our analysis are as follows:

* evChargeCount; is the main (target) variable of our analysis. It is an OCM-based OpenChargeMap, 2023
number of public EV chargers located within a given ith 440m hexagon as of October 2023.

* log(Population); represent the log-transformed number of inhabitants for a given 440m hexagon. Data come
from the Kontur Population Dataset as of October 2023. Log transformation is used for econometric mod-
elling. For the sake of log-transformation, zero values are transformed to 0.1 (10% of the lowest observed
count).

*  Unempl_m; depicts the unemployment level. Data are available at the NUTS2-level. We use Eurostat-based
Eurostat, 2024 unemployment level for the age group 15-74 (code of the data set used is: 1fst_r_Ifu3rt).

* ACPr_m; is the ratio of economically active to total population, calculated at the NUTS2 level (Eurostat data
sets Ifst_r_lfp2act and demo_r_pjangroup were used).

* ACPrYoung_m; is the relative proportion of economically active young population (age groups 15-24 and 25-
34 combined) to the total economically active population (15 years and older). Mean values for the period
2017 to 2022 are calculated.

* log(WAGr_m); describes relative NUTS2-level wages based on Eurostat’s dataset nama_10r_2Ip10. For the
calculation, compensations of employees per hour worked are given as percentages of EU27 average (i.e. 100 =
average EU hourly compensation for a given year). Mean value is calculated across 2017 to 2022 observations.

* log(dToMall); is the distance from hexagon’s center-point to the nearest shopping mall (as registered in the
OSM database). Log-transformation is used for easier interpretation.

e NUTSO0; is the root level of Nomenclature des Unites Territoriales Statistiques, i.e. the EU member state.
This variable is a proxy for country level differences in social and economical customs, including effects of
applicable EV regulatory regime. We are modelling the NUTSO0 variable as a factor, setting the reference level
to the Czech Republic.

3 Methods
Basic intuition tells us that a good starting point for count data is the Poisson model, with equation
-A X /lk
P(X = k) = (M

Where X is a discrete stochastic variable, A is the single parameter of Poisson distribution (mean and variance) and
k is a non-negative integer.

Such a model can be fitted with a relative ease. It however encounters serious issues in model validation phase,
namely evaluating for expected and observed zero counts.

Instead we consider a two regime model, following Greene, 2012. In one regime, the outcome is always zero
(sometimes described as a structural zero to differentiate from zeroes from the second regime). In the other, the
usual Poisson process is at work, which can also produce a zero outcome - or some other.

Let z denote a binary indicator of regime 1 (z = 0) or regime 2 (z = 1) and let y denote the outcome of the Poisson
process in regime 2. The vectors x and w stand for model covariates, which need not be the same for both regimes.
Following Greene, 2012 we use y for parameters of the logistic function F().



( Prob(z; =0|w;) = F(w;,y) Regime 1: y will equal (structural) zero @
g\y) = ~di gk . .
Prob(y; = klx;,z; =1) = ek—,X/l' Regime 2: y will be a count outcome

For our study we consider three models:
* [P] baseline model with Poisson component only and no zero inflation component
* [ZIP-1 Poisson model with zero inflation component determined by country and (log of) population variables
* [ZIP-2] Poisson model with zero inflation component considering all available variables

The aim of the more constrained [ZIP-1] model is to provide a parsimonious alternative to both baseline [P] model
and the more comprehensive [ZIP-2] model, which uses the full set of 14 variables in both zero inflation and count
components.

While the number of dependent variables is not of major concern in relation to the number of observations - the
total number of H3 cells exceeds 1 million, and even the smallest country (Luxembourg) contains 3916 cells - we
consider a smaller model beneficial with regards to interpretation.

The aim of the two variables (log of population and member state as a factor) in [ZIP-1] is to separate differences
attributable to individual member states while respecting the specifics of truly uninhabited areas - such as the
[Jsselmeer inland sea in the Netherlands or the alpine regions of Austria - where no EV chargers are to be reasonably
expected.

The models were fitted in R statistical programming language using modelling platform glmmTMB Brooks et al,
2017.

Coeflicient estimates and key metrics of the three models are presented in table 1. The estimation follows the two
components structure: firstly the zero inflation component, where the probability of structural zero is considered,
and secondly the Poisson count component (which can also lead to zero observation).

In interpreting the coefficients in the two component model, care must be taken to interpret the zero inflation
components in light of the first regime of equation 2, i.e. a positive coefficient means a variable is associated with
a higher count of structural zeroes. Whereas coefficients from the count model need to be interpreted in second
regime of equation 2, i.e. a positive coefficient means a variable is associated with a higher count of EV chargers.

4 Empirical Analysis

Based on our modelling we observe that both [ZIP-1] and [ZIP-2] zero inflated models significantly outperform the
baseline [P] model. This conclusion holds consistently for AIC, BIC and expected number of zeroes criteria.

The difference between the two zero inflated models is not as conclusive, as the [ZIP-2] model performs slightly
better on basis of information theory based criteria (AIC and BIC), while the [ZIP-1] model shows closer fit in
criterion of expected count of zero values.

Given the relatively small difference between the [ZIP-1] and [ZIP-2] model results we will give our preference to
the [ZIP-1] model, since it achieves a broadly comparable result with a smaller set of parameters.

While the actual values of model coefficients do not lend themselves to interpretation as easily as would be the case
with a linear model, due to transformations inherent to GLM modelling technique, we can consider their signs and
relative importance.

Given the prevalence of zeroes in our dataset the chief driver seems to be the zero inflation component, with
comparatively limited contribution of the count (Poisson) process.

In the zero inflation component the most important variables are population (with a strong negative association with
presence of a EV charger) and country specific fixed effects. It seems noteworthy that Denmark, a Scandinavian
country and thus belonging to a region often associated with positive attitude to EVs, does not show statistically
significant difference from the reference level (the Czech Republic).

For the other countries we can interpret the country specific coefficients as log of odds relative to the reference
level (which is the Czech Republic). Thus a given H3 cell in Poland is exp(1.09665) = 2.994119 times more likely
to contain no EV charger than a comparable hexagon in the Czech Republic. On the other hand a German cell is
exp(—1.44344)~! = 4.23524 times less likely to contain no EV charger compared to a Czech one with the same
population.



[P] [ZIP-1] [Z1P-2]
Count component Estimate p-valuel Estimate p-valuel! Estimate p-value!
Intercept -6.563672 <2e-16 *** 3331999 <2e-16 **+ 30922101 <2e-16 HF**
log(population) 0.849847 <2e-16 **¥* (0264717 <2e-16 ***  (.308643 <2e-16 HF*¥*
Unempl_m -0.087469 <2e-16 *¥* -0.046453 8.62e-11 *** -0.001984 0.843283
ACPr_m 3.159733  1.37e-15 *** 3957138 <2e-16 *** 2349086 0.000240 ***
ACPryoung_m 0.688849 0.046952  *  -0.847857 0.00136  ** 4400792 3.07e-14  ***
log(WAGr_m ) -0.213216  0.001324  ** 0432679  <2e-16 *** -0.044458 0.677168
log(distToMall) -0.438865 <2e-16 **¥* -0378921 <2e-16 **¥* -0.235436 <2e-16 HF*¥*
NUTSOAT 1.207566 <2e-16 *¥* 0.134183 0.413218
NUTSOBE 1.330639 <2e-16 *** 0.431791 0.020226  *
NUTSODE 1.878724 <2e-16 *¥* 0.921093  5.62e-10  ***
NUTSODK 0.360063 0.000437  *** -1.238121  2.59e-08  ***
NUTSOLU 1.516667 <2e-16 *¥* -0.003560 0.991093
NUTSONL 2.145562 <2e-16  *¥* 0.553506  0.000228  ***
NUTSOPL -1.282094 <2e-16 *** -0.262853  0.160572
Z1 component Estimate p-value Estimate p-value Estimate p-value
Intercept 7.84152 < 2e-16  *** 298254  1.17e-08  *%**
log(population) -0.86523 < 2e-16  ¥** -0.73426 <2e-16  F¥*
Unempl_m 0.09915 1.37e-10 ***
ACPr_m -2.26041 0.014 *
ACPryoung_m 5.99652  1.22e-13  ***
log(WAGr_m ) 0.07698 0.607
log(distToMall) 0.36586 <2e-16 HF*¥*
NUTSOAT -0.89810 < 2e-16 *** 141011 1.2le-10 *%**
NUTSOBE -0.57723  2.29e-11  ***  -1.01558 4.85e-05 ***
NUTSODE -1.44344  <2e-16 ***  -1.15040 8.23e-09  ***
NUTSODK 0.14474 0.131 -2.25843  4.37e-11  ***
NUTSOLU -0.81394  1.44e-06 ***  -1.93891 2.14e-05 ***
NUTSONL -2.05374 < 2e-16  *¥* 217279 <2e-16 F¥*
NUTSOPL 1.09665  <2e-16  *** 0.97060 8.07e-06  ***
AIC 186 384 177446 176 171
BIC 186550 177635 176 502
Log Likelihood -93178 -88707 -88057
Num. observations 1003 060 1003 060 1003 060
Num. parameters 14 16 28
> fi(0)2 975319 979912 980000

1 With stars for significance according to convention: 0 = ***_ 0.001 = **, 0.01=*, 0.05 = .

2 The actual number of hexagons with zero EV chargers in dataset is 979 927

Table 1 Estimation of the models



We find somewhat surprising the comparatively low impact of the WAGr_m variable, representing regional level
of wages / personal income, in the full [ZIP2] model. Considering the cost aspect of EV mobility this seems both
somewhat counter-intuitive and against the trend of published research, e.g. S¢asny et al, 2018.

This conundrum could be possibly explained by:

» income differences at country level are already reflected in the NUTSO variable, with income differences within
country insignificant in comparison

* income effect apparent in the decision to buy an EV vehicle itself, but not in the structure of charging network
due to majority of EV owners utilizing private (and thus unreported in our dataset) chargers at home — and
the charging network meeting rather the needs for fast charging resulting from transit traffic, which are less
sensitive to local income levels

» income effect masked by other factors, such as state subsidies for EV infrastructure and capacity constraints
of local power network

5 Conclusions

Our research demonstrates that the distribution of electric vehicle (EV) charging stations in Central European
countries can be effectively modeled using a blend of physical and socioeconomic factors. Considering the critical
role of EV adoption in the green transition of the transportation sector and the potential limitations of the charging
network capacity impeding widespread EV usage, further investigation into this area is essential.
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Asymmetries in Savings-Investment Nexus: Global

Perspectives
Lukas Fryd!

Abstract. This study investigates the intricate dynamics between savings and invest-
ment, focusing on potential asymmetries and heterogeneous effects across different in-
vestment quantiles in both Large and Non-Large economies. Building upon empirical
evidence, we explore whether the relationship between savings and investment varies
according to economic conditions, particularly during the growth or decline phases. In
contrast to the symmetric effects commonly assumed, our analysis unveils significant
asymmetries in the impact of savings shocks on investment changes, notably observing
stronger connections for adverse shocks compared to positive ones. Moreover, we iden-
tify variations in this relationship across different investment quantiles and distinguish
between the responses of Large and Non-Large economies. Specifically, adverse sav-
ings shocks demonstrate stronger associations with investment changes during periods
of economic downturn or decapitalization, while positive shocks exhibit heightened
effects during growth phases. These findings underscore the importance of recogniz-
ing asymmetries and quantile-specific effects, providing a nuanced understanding of
the interplay between savings and investment dynamics.

Keywords: quantile regression, common latent factors, saving-investment nexus,
asymmetries

JEL Classification: C22, E22, F21
AMS Classification: 91B84

1 Introduction

The positive correlation between the ratio of investments (I) to GDP and savings (S) to GDP at the national level is a
well-documented stylized fact. This relationship has been empirically validated numerous times through both time
series and cross-sectional analyses. While empirical findings consistently reveal a statistically significant positive
linear relationship between I/GDP and S/GDP, the consensus on the strength of this relationship has diminished.
Contemporary economic theory tries to reconcile empirical realities with theoretical models, often employing
structural models to explain this puzzle. In this paper, rather than adding to the extensive literature attempting
to explain this puzzle, we focus on analyzing the heterogeneity in the investment-savings linkage. Our analysis
is motivated by the observation that periods of economic growth (measured by GDP) are more frequent than
periods of economic downturns. However, investment slumps tend to be more severe than investment increases.
This suggests that the relationship between savings and investment shocks is contingent on the specific quantile
of investment, highlighting a heterogeneous distributional effect. This leads us to question whether agents, on
average, respond symmetrically and/or whether the response varies depending on unobserved conditions and react
asymmetrically. Empirical analyses based on conditional mean estimation fail to capture these phenomena at the
tails of the dependent variable distribution, which arise due to unexpected events, business cycles, and diverse
structural and institutional factors. Additionally, we explore whether the perceived asymmetric investment response
to positive or negative savings shocks in conditional mean analyses is misleading due to the asymmetric distribution
of investment.

Our paper investigates the presence of a heterogeneous distributional effect and examines whether the strength
of the investment-savings link differs in response to positive or negative savings shocks across various quantiles.
Specifically, we analyze whether the decline or increase in investment within an economy correlates asymmetrically
with positive or negative savings shocks and whether these shocks manifest differently in economies experiencing
investment declines versus increases. We employ quantile regression to capture, analyze, and test for heterogeneity
in the strength of the investment-savings association across different quantiles of the investment distribution.
Furthermore, we define a model that relaxes the strong (and often unrealistic) assumption of cross-sectional
independence among economics. Our model allows for both investment and savings in individual economies to be
influenced by common latent factors.

1 University of Economics in Prague, Department of Econometrics, Winston Churchill Square 4, 13067 Prague, Czech Republic,
lukas.fryd@vse.cz



We purposely discuss the link between investments and savings and do not attempt a causal interpretation. We
merely focus on the study of the short-run heterogeneous distributional impact of positive/negative savings shocks
on the respective quantiles of log changes in investments, controlling for common global factors and heterogeneity
of slope across economics. We run the analysis for different country clusters, specifically the impact of Large
economies (the ten largest economies in the world) versus Non-Large economies.

2 Methodology
2.1 Model

The analysis of the relationship between investment and savings is based on a now well-known paper by Feldstein
and Horioka 1980 (FH). In this paper we assume the following model:

1 - T ¢l
dinvi; = a; + Pridsi; + Paids;, +w; f + €ir
+ + T T ¢l
Asiy =i + Y fo + v S+ e (1)

- _ - T gpo T gl
Asiy = +Y5,f 5 +¥2 S + €t

where subscriptsi = 1, ..., N and ¢ = 1, ..., T denote the country and the year, respectively, and

* inv=1logl,s=logs,

» 4s} =max(0, ds;;) a 4s;, = min(4s;;, 0), see Shin et al 2014.

e  f ﬁ is an X1 vector of latent common factors follow covariance stationary process and distributed independently
of €, €1i1,€2ir

e f{ isanr X1 vector of observed country specific factors follow covariance stationary process and distributed
independently of €;;, €;1,€2i1,

* ¥, w, ¥ is a vector of factor loadings,

s, a;.*, «; are national fixed factors possibly correlated with regressors,

. a/;', @, are national fixed factors,

* €, €1i1,62ir, are exogenous random component that we assume to have zero mean and serially and cross-
sectionally independent.

Kahneman and Tversky 2013, Shiller 2015 show that asymmetry is a fundamental aspect of the human condition.
The asymmetric relationship between investment and savings is discussed in Raza et al 2018, where the results
suggest that negative changes in saving have a stronger effect on investment than positive change. The possible
transmission mechanism of Raza et al 2018 is explained by the close link between savings and investments with
GDP, where GDP responds asymmetrically to monetary policy. Next, the relationship between / and S (to GDP)
is strongly influenced by frictions and market failures Coeurdacier et al, 2020, 2015. However, the impact of
frictions and market failures is different in the case of a growing economy or a shrinking economy; for example,
Coeurdacier et al 2015 find that the strength of the correlation increases in turbulent periods and decreases in good
times. Hence, the asymmetry in the tightness of the constraint leads to different responses of investments.

Moreover, we consider that both the change in investment and the change in savings are affected by the same
global factors fi. As specific factors affecting the correlation between I and S, we consider the world interest
rate, global productivity shock, technology shocks Baxter and Crucini, 1993; Glick and Rogoff, 1995, global
GDP development, financial indicators and spatial dependence. It is clear from the equation 1 that the effect of
unobserved factors would result in omitted variable bias. However, the equation 1 cannot be estimated due to
unobserved factors f;. To include additional latent common, global as well as country-specific factors, we follow
the approach by Harding and Lamarche, 2014; Harding et al, 2020 based on Pesaran 2006 and approximate these
common factors f; by cross-sectional averages of dependent and independent variables. The model is built in the
following way:

Ainvi = @; + Bridst, + Baids;, + 61 2 + € + 0, (N7V?), 2)

where Z, is vector of cross-sectional averages of dependent (4inv,) and independent variables (As:.rt, As;,), wip =
€i:+0,(N -1/ 2) where O, (N -1/ 2) is associated with approximation of latent factors f; with cross-section averages.

The heterogeneous distributional effects of the shocks are estimated using conditional quantile regression:
Qtinvi, (T14sfy, Asjy, Zr) = @i(7) + Bri(T) Asfy + Poi(T) Asyy + 8] (7)z;. (3)

where Q(.|.) represents the function for conditional quantile 7 and regressors, see Koenker and Bassett Jr 1978.



The resulting parameter estimates are obtained according to Harding and Lamarche 2014, Harding et al 2020 as
| N
Aoy L ; 4
#(0) = (0 @

where 7;(7) = (a;(7), B1:(7), B2:(7)). This approach is called quantile common correlated effect mean group
estimator (QMG) Harding et al 2020. Variance covariance matrix for #(7) allow for possible unit roots in factors
and spatial forms of weak cross-sectional dependence (Pesaran 2006,Harding and Lamarche 2014). The estimation
of the variance-covariance matrix Var(#(7)) is conducted using the bootstrap method according to Hagemann
2017.

3 Empirical part
3.1 Data

We employ unbalanced panel data from the World Bank database. The data was obtained for 217 economics from
1994 to 2019. The analyzed data does not include the pandemic Covid. We removed observations from the dataset
for periods in which there was a war in the country. We further excluded economics with more than ten missing
observations for the dependent variable to at least partially balance the panel. After these adjustments, we obtained
a panel with a cross-sectional dimension of 132 economics. The investments are defined as Gross fixed capital
formation (current US), and we define savings as Gross domestic savings (current US). Economics are further
categorized into 'Large’ and ’Non-Large’ economics, with *Large’ referring to the top 10 economies worldwide
based on their GDP.

3.2 Preliminary analysis

We tested for cross-sectional dependence using the CD test for weak cross-sectional dependence by Pesaran 2021.
In the case of Ainv, the test statistic is equal to 110.44, and the p-value was 0.00. We reject Hy of no cross-sectional
dependence. In the case of A4s, the value of the test statistic is 84.55, and the p-value is equal to 0.00. Again,
we reject Hy of no cross-sectional dependence. The unit root test is performed for the variable s and inv for lags
0 to 3. We choose the number of lags according to the rule of thumbs Pesaran 2007. We perform the second
generation unit root test CIPS by Pesaran 2007. We test unit root for augmented Dickey-Fuller regression with
drift and further with deterministic trend. For both s and inv we can not reject the null hypothesis of a unit root in
all cases. After the subsequent first difference, we reject Hy for @ = 0.01.

3.3 Main analysis

In the empirical part we analyse the extended equation 1 into the following form:

O sinvi, (t14s%,, A571,20) = @i(7) + B1(T) Aty + B2 (1) As}, + vio(1)D + i1 (1) DAs}, + v (1) Asj; + 8] (7)Z. (5)

where D represents a dummy variable for economics in the Large category. The estimation results of the equation
5 for Large vs Non-Large are in Table 1, where the columns labelled g represent the estimation for the respective
quantile. Further, we test whether there is an asymmetric response of investment to a positive/negative shock in
savings. The Wald-type test statistics by Koenker and Bassett 1982 is used for this purpose. The null hypothesis
for Non-Large takes the form

Hy : B1(7:) = Ba(7i) vs. Hy : B1(;) # Ba(7i).

For the group of Large economics, the null hypothesis is
Ho : Bi(7i) + v1(7i) = Bo(7i) + v2(7i) vs. Hi 2 Bi(7i) +y1(7) # Bo(7i) + v2(7i).

In the case of Non-Large economics, the findings are summarized in Table 1. A noteworthy observation is that
the positive shock in savings (4s*) lacks statistically significant impact only at the g9 quantile, while for the
other quantiles, its effect holds statistical significance. In the context of the g,s5 quantile, the influence on the
change in investment is rather modest, as indicated by the parameter estimate of 0.05. Therefore, in situations
where the economy’s capital is diminishing, a link between positive savings shock and investments appears to
be negligible. As for As*, a quantile-specific pattern emerges. The impact of 4s™ becomes more pronounced



as we move from quantile g5 to quantile ggg. The sole exception is the comparison between quantiles g¢ and
q2s, where the effect of As* on investment change remains indistinguishable. For the other quantiles, the data
support a heterogeneous distributional effect of positive saving shock. Significant parameters govern the influence
of As™ at quantiles g19, 25, ¢50, and g75. For economics experiencing a decline in capital stock (g0 and g»s), the
relationship between investment and a negative savings shock is particularly pronounced. In the case of a quantile
q10, the parameter estimate S even reaches 0.836. Consequently, a 1% negative savings shock is associated with an
investment reduction of 0.8%. For quantile ¢»s, this reduction is 0.4%. In the context of a negative savings shock,
the influence of 4s~ diminishes as quantiles increase. However, the effect remains marginal for quantile g7s, and at
quantile gqo, it is no longer statistically significant. In Non-Large economics, investments respond asymmetrically
to positive and negative shocks, as illustrated in Table 2. Only at the g50 quantile is it impossible to distinguish
between the impact of positive and negative shocks.

However, when we account for the influence of a Large economy, we can observe that, unlike Non-Large economics,
both positive and negative shocks in savings have statistically significant effects across all quantiles. See Table 1,
specifically rows As*Large and As™ Large for details. In contrast to Non-Large economics, a positive savings
shock has a statistically significant impact even in the case of a capital decline within the economy. This is evident
in Table 1, where you can find the relevant data in rows As™ X Large and columns g9, ¢25, and gs9. Therefore,
even as capital decreases, a portion of domestic savings is utilized to finance a portion of the depreciated capital.
Comparing Non-Large and Large economics, we observe that Large economics exhibit a stronger link between a
positive shock in savings and investment for quantiles g9, g25, and gso. However, when an economy is expanding
its capital stock (g75 and go0), the data does not support a statistically different response in investments to positive
savings shocks between the Large and Non-Large groups.

Moving on to a negative savings shock in Large economics, we can observe a statistically significant difference
in the connection compared to the rest of the world, as indicated in Table 1, excluding g5, where the variance is
higher due to a smaller number of observations, and thus the parameter is not statistically significant. However, we
suspect this to be a Type II error. The fixed effect of a major economy estimated through parameter y( in Equation
3 is marginal. At the same time, data for Large economics support the presence of an asymmetric investment
response to positive/negative shocks only for quantiles g9 and g»s, as seen in Table 2 in column Large.

Table 1: Estimation results from quantile regression

Variable q0.1 q0.25 q0.5 q0.75 q0.9
Intercept —0.0906%**  —(0.0404*** 0.0085 0.0603*** 0.126
0.0102)  (0.0085)  (0.0052)  (0.0053)  (0.0071)
Ast 0.0338 0.0545%%** 0.178%*** 0.353%*% 0.456%%%*
(0.0214) (0.021) 0.0377)  (0.0418)  (0.0424)
As~ 0.836%*** 0.424 %% 0.142%%* 0.037%%* -0.0167
(0.0975) (0.1147) 0.0422)  (0.0143)  (0.0322)
Large 0.0426%** —0.0027 —0.0274%**  —0.04***  —(.0713%***
(0.0145) (0.0128) (0.0095) (0.0097) (0.0099)
Ast X Large 0.258%* 0.217* 0.178* 0.0109 0.0069
(0.1372) (0.1312) (0.0995) (0.1101) (0.0967)
As™ X Large 0.676%* 0.465 0.488%** 0.558%%** 0.568***
03169)  (03266)  (0.1862)  (0.1547)  (0.1061)
AstLarge 0.2917** 0.2717%%* 0.3555%**  (0.3635%**  (.4633%**
(0.1335) (0.1271) (0.0953) (0.1037) (0.1021)
As~ Large 1.512%%** 0.8894*** 0.6297***  (.5945%** () 55]14%%**
(0.3002) (0.3038) (0.1952) (0.1407) (10.0968)

Note: Asterisks denote significance at the 10% (*), 5% (**), and 1% (***) levels. Data in brackets represent standard

€rrors.

3.4 Discussion

For Non-Large economies, various factors cause a positive savings shock to have either no or negligible connection
to investment during periods of capital decline (quantiles g1 and g»s). Interpreting this causally, a positive shock to



Table 2: Hypothesis of the asymmetric effect

Quantile | Non-Large Large
q0.1 —7.51 ##*F | 313 #**
q0.25 —3.29 *** -1.62 *
q0.5 0.69 -1.24
q0.75 6.47 *** -1.10
q0.9 6.96 *** -0.59

Note: The numerical values represent the values of the test statistic of the test. Asterisks denote significance at the 10%
(*), 5% (**), and 1% (***) levels.

savings does not mitigate the fall in domestic investment; instead, the additional savings are likely invested outside
the domestic economy. Conversely, a negative savings shock is strongly linked to investment during periods of
capital stock reduction. This suggests that these economies heavily rely on domestic savings to maintain their
capital levels. In economies that are expanding their capital stock (quantiles g75 and gq), there is a statistically
significant association between changes in investment (4inv) and positive changes in savings (4s*), while the
association with negative changes in savings (4s™) is statistically and economically insignificant. Causally, this
implies that positive changes in savings are partially used for domestic investment, whereas declines in domestic
savings are offset by foreign financing.

For large economies, the relationship between investment and both positive and negative savings shocks is stronger
than that of non-large economies. During periods of investment slump (quantiles g and g»5), there is a statistically
and economically significant association with positive savings shocks. Causally, this indicates that positive savings
shocks can partially mitigate capital decline in Large economies, a pattern not observed in Non-Large economies.
Moreover, negative savings shocks are also more strongly associated with investment declines in these quantiles,
implying that negative shocks cause significant drops in investment. In Large economies, the investment response
is generally homogeneous, except for a notable quantile effect at ¢ and g»5, where data supports an asymmetric
effect. This asymmetry is not observed in the remaining quantiles.

Another interesting aspect is the statistically insignificant difference in the linkage between positive savings shocks
and investments for quantiles g7s and ggq in both Large and Non-Large economies. This suggests that both types of
economies react similarly to positive savings shocks during periods of capital stock expansion. This similarity can
be attributed to the significant impact of Large economies on the global system; when Large economies thrive, the
global economy benefits. However, the response to negative savings shocks differs between Large and Non-Large
economies. For Large economies, negative savings shocks significantly impact investment even at quantiles g7
and ggp. A negative savings shock in Large economies leads to a higher decline in investments during periods of
capital stock growth. This can be explained by the inability of Large economies to attract sufficient foreign capital
to offset domestic savings deficits. Conversely, Non-Large economies can replace deficits in domestic savings with
foreign capital, allowing capital stock expansion to continue despite negative shocks (quantiles g75 and gop).

Of course, all of this holds under ceteris paribus conditions. In a connected world, the relevance of the assumption
that Large economies experience negative savings shocks while Non-Large economies remain unaffected is open
to question. Further research could explore the spillover effects of savings.

Conclusion

This study highlights the nuanced and asymmetric dynamics between savings and investment across different quan-
tiles, distinguishing between Large and Non-Large economies. Our findings reveal that adverse savings shocks
substantially impact investment changes more than positive shocks, particularly during economic downturns. For
Non-Large economies, positive savings shocks show negligible effects during capital declines, whereas adverse
shocks significantly influence investment, underscoring these economies’ reliance on domestic savings for main-
taining capital levels. In Large economies, positive and negative savings shocks exhibit strong correlations with
investment changes. Positive savings shocks can partially offset capital declines, a relationship not observed in
Non-Large economics. Moreover, the effect of adverse savings shocks in Large economies is pronounced even
during periods of capital growth.
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An Empirical Efficiency Comparison of Downside Risk and

Drawdown Risk in Dynamic Portfolio Optimization
Qian Gao'

Abstract. Through an in-depth exploration of risk, we have come to recognize the
crucial role of downside risk in identifying potential extreme risks, and drawdown
risk focuses on losses under adverse conditions. These two types of risks contribute
to decision optimization, but their actual benefits within portfolios remain unclear.
Consequently, this paper aims to utilize empirical data from diverse market environ-
ments, employing these two risk types to construct dynamic portfolios and conduct
multi-dimensional comparisons. The chosen risk measures comprise maximum draw-
down, conditional value at risk, entropic value at risk, conditional drawdown at risk,
and entropic drawdown at risk. In our empirical study, we demonstrate the perfor-
mance of downside risk and drawdown risk under different market conditions, com-
paring indicators of optimal holding periods for maximum returns across various time
periods using Z-scores. The results indicate the effectiveness of risk-constructed port-
folios, with drawdown risk exhibiting notable advantages. Additionally, the efficiency
varies across different time periods and market conditions. This further elucidates that
various markets may possess unique risk measurements tailored to their respective
characteristics.

Keywords: portfolio optimization, downside risk, drawdown risk, time periods

JEL Classification: C58
AMS Classification: 91G10

1 Introduction

In finance, efficient risk management is paramount to secure optimal long-term performance for investment port-
folios. Central to this endeavor are sophisticated metrics such as downside risk and drawdown risk measures. In
the pursuit of dynamic portfolio optimization, there arises a compelling need to harmonize diverse risk metrics
and the intricate dynamics of the market. This integration is pivotal for attaining a state of effectiveness and effi-
ciency in portfolio management and optimization endeavors.

In order to expand risk measurement, various risk methods have been proposed. The Entropic Value-at-Risk
(EVaR) concept provides an approximation to the Conditional Value-at-Risk (CVaR) method. It corresponds to
the strict upper bound obtained from the Chernoff inequality of VaR and CVaR. (Ahmadi-Javid, 2012). Compared
to the CVaR approach, portfolios using the EVaR method exhibit superior optimal, average, and worst-case return
rates and Sharpe ratios. Portfolios based on EVaR may hold a competitive advantage (Ahmadi-Javid, 2019). Fur-
thermore, an extended portfolio optimization framework called Entropic Drawdown at Risk (EDaR) has been
proposed, which is based on the application of EVaR to drawdown distributions.

The conventional Maximum Drawdown (MDD) method relies on a single observation of maximum loss, poten-
tially encompassing significant statistical errors. As an enhancement to portfolio return sample paths, a new single-
parameter risk function called Conditional Drawdown-at-Risk (CDaR) has been proposed, expected to predict fu-
ture risks better and provide a more stable and obtainable portfolio (Chekhlov, 2004). It has been shown that the
portfolio's dynamic performance in out-of-sample testing improves significantly when risk constraints are tight-
ened, leading to higher portfolio returns and lower losses and drawdowns when compared to CVaR (Krokhmal,
2005).

Nevertheless, an increasing number of MDD methods have also been applied to portfolios, with noticeable draw-
downs observed since the market turbulence post-COVID-19. All models tend to exhibit fatter tails than assumed
by index distributions (Geboers et al., 2023). Another method, Monte Carlo simulations for estimating MDD
(MDaR), has also proved helpful in investment strategies and can rapidly respond to volatility-level changes.
(Mendes and Lavrado, 2017)

! V8B — Technical University of Ostrava, Faculty of Economics, Department of Finance, 17. listopadu 2172/15, 708 00 Ostrava-Poruba,
Czechia, gian.gao@vsb.cz.



Developing more advanced algorithms based on these methods further validates their effectiveness in market ap-
plications. A dynamic portfolio trading system is divided into two phases: stock trend prediction and portfolio
optimization. Pixel Graph Networks (PGN) have been particularly successful in predicting buying trade signals in
the following days, input into the Mean-CDaR optimization model, notably (Alamdari et al., 2024). The new
hybrid possibilistic and flexible robust model CDaR-HPFRM, considering CDaR metrics, provides a novel method
for constructing effective portfolios in uncertain environments (Savaei et al., 2024). Portfolio optimization meth-
ods based on multi-objective planning algorithms have also demonstrated superior performance under different
market conditions (Drenovak et al., 2022).

Based on this, the paper aims to evaluate downside risk (CVaR, EVaR) and drawdown risk (MDD, CDaR, EDaR)
in dynamic portfolio optimization, comparing their performance (Sharpe and Calmar ratio) and advantages. The
structure of the paper is as follows: Section 2 will introduce the relevant framework and computational methods,
Section 3 will present the data and empirical results, and Section 4 will provide a summary and conclusion.

2 Methodology

This section will introduce a risk portfolio optimization framework based on classical portfolio optimization. We
will explain the design process and how we empirically validated this framework. Then, we display the two types
of risks we use: downside and drawdown risks, totaling five risks. Finally, we present the performance evaluation
indicators after implementing portfolio optimization.

In our framework, we have included factors related to transaction costs and holding periods. Initially, the total
weights of each portfolio may not add up to 1, as we adjust for incurred costs by deducting them from the weights.
We calculate w; . mainly based on the difference from the previous trading instance, understanding that each ad-
justment may not require a complete transition from 0 to 1, which may differ from the initial trading weight. For
each t € {1,2,3, ... } we solve the optimization problem as Equation (1),

min. - Py,

s.t. ZWi,t:l_ 0,

wi,=0,i=1,..,N, (1)
0 :Z|Wi,t Wlt—1| v,

i
Wi,O = 0,

where P(wi) is the various types of risks, 6 is the ratio of transaction costs. w; . is the portfolio stock weight at the

end of period t, i is the stock in the N asset pool (index), where Z'Wi‘t — Wl-'t_1| for the costs associated with
weight changes, v is the set transaction fee rate based on the average level of market traders. The specific con-
struction pattern can be observed in Figure 1.

-

L ]
T

Figure 1  Designed portfolio optimization framework time diagram

Our framework depicted in Figure 1, t,, is the training period (in-sample), and h,, is the holding period (out-of-
sample). It begins with training on data within ¢,, to determine optimal weights for that period. These weights are
then held for h,, to evaluate the model's effectiveness. The training and holding periods are fixed, while variations
in the holding period help assess risk and return levels. The holding period doesn't exceed the training period to
avoid increased noise and instability.

Next, it is imperative to introduce the five risks. CVaR and EVaR belong to the downside risk type, while MDD,
CDaR, and EDaR pertain to the drawdown risk type. All specified significance levels in our study are set to 5%.



CVaR extends this concept by incorporating the average value of losses that exceed the VaR threshold. The for-
mulas are outlined as follows,
VaRa(X) = _infue(ﬂ,t){Xu ER: FX(Xu) > a}:
1 @
CVaR,(X) =VaR,(X) + p max(—X, — VaR,(X),0),

u=1

where Fy (X,,) is the distribution function of the stock return X at u, u means a trading day in t, inf means the
lower bound, i is an adjustment factor, max(—X, — VaR,(X), 0) is truncated and positive for losses above VaR.

The EVaR corresponds to the tightest possible upper bound obtained by Chernoff's inequality for VaR and CVaR.

Its formula is
. My (z71)
EVaR,(X) = inf,s0{z-In “T ) (3)

where inf still represents the search for the lower bound among all positive real values of z. My, (z71) is the
moment-generating function of the stock return X at u, and « is the significance level.

Next, we need to introduce drawdown risk. Firstly, we need to understand MDD, which measures the maximum
loss of a portfolio or asset during a specific period. The formula is as follows,

DD(Xy) = MaXceo,u) X: — Xu)

4)
MDD(X) = maxye(on) [DD (X,)]

where max;¢ o) is the search for the maximum X, max, ¢, is the search for the maximum DD (X,,) .

CDaR represents the expected value of the worst-case drawdowns exceeding a specified threshold. The formula is
as follows,

DaR,(X) = maxyeon{DD(X,) € R:Fx(DD(X,)) <1 —a},
5
CDaR,(X) = DaR,(X) + % ‘ max[DD(X,) — DaR,(X), 0], ®

u=0

where « is the confidence level. X,, represents the value of the stock returns. DD (X,,) denotes the drawdown of X
at time u.

Similar to EVaR, the formula for EDaR is

MDD(Xu)(Z_l))}- ©)

EDaR,(X) = inf,-, {Z'lﬂ( p

Next, we need to evaluate the portfolio, first is the standard deviation (Std), which is used to measure the dispersion
of data points relative to the mean. The formula is as follows,

1t _
Std = J?Zu=1(X” ~ %2, (7)

where Std means standard deviation, t is the number of days/observations, X,, is the stock return at a trading day
u, and X, means the average value of asset returns over the training period t. Sed is a statistical measure of the
negative deviation below the mean in a data set. Its formula is as follows,

1 t _
Sed = \/? min (X, — X;,0)?, (8

u=1

where Sed is the semi-deviation, min (X, — X,, 0)? means the difference between data point X,, and its average
value X,, select the smallest value compared to 0. The Sharpe ratio adjusts returns for risk by quantifying the
excess return of risk relative to the risk-free rate. The formulas are as follows,



R, —R
Sharpe = -2—7, 9)
Op

where Sharpe is the Sharpe ratio, R,, is the portfolio return, Ryis the risk-free rate, g, is the portfolio return stand-

ard deviation, see Equation (7). The Calmar ratio compares the average annual return to the maximum drawdown.
The formulas are as follows,
R —

4 Rf
Calmar = W (10)

After calculating all evaluation indicators, our target is to facilitate their comparison on a standardized scale. To
achieve this aim, we compute Z-scores. It serves as a standardized measure, quantifying the deviation of data
points from the mean of the given dataset. This quantification is expressed in terms of standard deviations. The
formula is expressed as
h—u
Z = ) (11)

Ou

where Z means the Z-score, u represents the computed indicators, i denotes the mean within the same indicator.
Std and Sed use negative Z value.

3 Empirical Results

In our empirical comparison, we aimed to ensure the completeness, availability, and timeliness of the data while
selecting representative and relevant (industry) market indexes. Therefore, we chose blue-chip stocks from two
markets, the DAX30 and SSES50 index components, as last adjusted before 01/01/2018. The performance of these
indexes serves as our benchmark, spanning from 01/01/2018-31/12/2023. Using the framework discussed above,
we set the training period to 252 trading days, with a fixed holding period of 126. Considering the rise of online
brokers, the trend toward zero transaction fees, and the one-year treasury yield at the beginning of 2018. Thus, we
set the transaction fee rate at 0.5% and the risk-free rate at 2%. We have obtained attractive results by evaluating
the portfolio performance in two different market environments. Figure 2 illustrates the holding cumulative returns
of various risk portfolios. The dashed line indicates portfolio rebalancing at this time.
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Figure 2  Risk-constructed portfolio cumulative returns

Firstly, the cumulative returns of DAX30-based portfolios show stable growth, mirroring the index. However,
there was a significant decline and rebound during the three months of 2020. Initially, all five risk portfolios
outperformed the benchmark index. From 2021 onwards, the index and drawdown risk returns surpassed those of
the downside risk portfolios. Notably, drawdown risk portfolios yielded relatively higher returns, indicating their
strong performance within the DAX market environment.

In contrast, the cumulative returns of SSE50-based portfolios depict a different trajectory. After an initial stable
period, the portfolios faced a moderate decline in 2020, followed by a swift recovery. From early 2021 to 2023,
the portfolios experienced a prolonged decline. Although the five risk portfolios' returns remained stable, they
consistently lagged the benchmark index. From 2023, the risk portfolios' returns increased rapidly, deviating 0.4-
0.7 from the benchmark index: drawdown risk portfolios, particularly CDaR, showed notably higher returns.

These findings highlight the pronounced differences in the performance of portfolios based on the DAX30 and
SSES0 in varying market environments. We present the cumulative return distributions in Figure 3 to provide a
more accurate assessment of their returns.
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Figure 3 Cumulative return distribution of risk portfolio

The distribution of DAX and SSE in Figure 3 illustrates the risk characteristics of portfolios in different market
environments. The DAX index and drawdown risks are more like the normal distribution, suggesting relatively
uniform fluctuations. However, the distribution of downside risks is more concentrated, indicating that risk events
in the DAX market are more likely to be confined within a specific range, potentially leading to higher volatility
due to extreme events.

In contrast, the SSE market shows a distinct right-skewed distribution, indicating positive skewness. This implies
more frequent low-value occurrences across all indicators than a normal distribution. Unlike the DAX, the SSE
market has a small distribution extending to the right, suggesting the presence of high values or outliers under
specific conditions. Similar to the DAX, downside risks in the SSE market are more concentrated, implying po-
tential significant fluctuations.

We speculate that the relatively normal distribution in the DAX market indicates a more balanced risk profile,
likely influenced by typical market fluctuations. In contrast, SSE may be more affected by event-driven factors
leading to deviations from normalcy. Therefore, additional indicators for evaluating risk portfolios are needed.
Figure 4 presents a comparison of Z-scores across multiple indicators.
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Figure 4 Radar charts for Z-score evaluation of risk portfolios across different time periods

Note: Cum is the cumulative return, Geo is the geometric mean cumulative return, Std is the standard deviation,
Sed is the semi-deviation, Sharpe is the Sharpe ratio, Calmar is the Calmar ratio.

To demonstrate the strengths of various portfolios under different indicators, we utilized Z-scores to represent
evaluation metrics in radar charts, as shown in Figure 4. A relative comparison within fixed intervals reveals that
CVaR and EVaR perform exceptionally well in standard deviation and semi-deviation, showing significant ad-
vantages and notable stability across all periods in both market environments. In contrast, drawdown risk indicators
form shapes closer to hexagons, suggesting a more balanced distribution but lacking stability.

Furthermore, there are similarities between specific periods in the two market environments. The risk portfolio Z-
score indicators distribution from 2021 to 2023 for DAX and from 2018 to 2020 for SSE are highly similar. Re-
ferring to Figure 2, cumulative return variations during these periods are relatively stable, particularly with SSE
failing to surpass the index value. This means low-risk preferences yield stable returns but may limit potential
gains.



4 Conclusion

Comparison between downside and drawdown risks in dynamic portfolio optimization has led to several notewor-
thy conclusions. Firstly, both methods exhibit distinct characteristics and performance attributes. Downside risk
serves as a comprehensive measure of overall risk exposure, proving to be an effective tool for swiftly assessing
portfolio risk under diverse market conditions. Conversely, drawdown risk is particularly crucial during market
turbulence or irrational fluctuations as it focuses on capturing adverse scenarios of portfolio risk.

Secondly, empirical findings suggest that the performance of downside and drawdown risks may vary across dif-
ferent market environments. Downside risk may tend to overly emphasize risk control in relatively stable market
conditions, potentially resulting in loss of returns. On the other hand, drawdown risk demonstrates resilience and
accuracy in reflecting portfolio risk exposure, especially during periods of market pressure.

Additionally, downside risk appears to exhibit a more concentrated distribution in portfolio optimization perfor-
mance and consistently performs better in terms of standard deviation and semi-deviation. In comparison, draw-
down risk demonstrates a broader distribution, with instances of completely nonlinear distribution observed in the
SSE index environment. Its performance in evaluation metrics is relatively balanced but unstable.

Based on these results, it is evident that the choice between downside risk and drawdown risk methods depends
on various factors, including investor preferences, risk tolerance, and market conditions. Therefore, a comprehen-
sive approach should be adopted, considering the unique characteristics and performance attributes of both meth-
ods, to make informed decisions in dynamic portfolio optimization scenarios.
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Evaluating the Energy and Emission Efficiency of the 27
Countries of the European Union during 2011-2022
Period Using DEA

Jana Hanclova?, Lucie Chytilova?, and Dominika Bordacsova®

Abstract. The European energy market is characterized by a diverse mix of energy
sources, including fossil fuels, nuclear power, and an increasing share of renewable
energy sources such as wind, solar, and biomass. The market operates within the
framework of the European Union (EU), with regulations aimed at promoting compe-
tition, ensuring security of supply, and reducing greenhouse gas emissions.

The main goal of this paper is to evaluate the efficiency of energy and emissions in
27 EU countries using data envelopment analysis (DEA) during the 2011-2022 period.
Attention is paid to inputs of energy consumption in the industry or transport sector,
the share of renewable sources, and undesirable output of air pollutants and green-
house gases. By incorporating various input and output variables, the study assesses
how effectively these countries utilize their energy resources while minimizing envi-
ronmental impacts. We use a direct distance function, non-proportional changes, and
a non-orientated DEA model with variable returns to scale. The results document that
the critical output is precisely the share of renewable resources and that there is no
significant improvement in the examined period. The second critical undesirable out-
put is the production of emissions. It was also found that the problem for most ineffi-
cient countries was the high energy consumption in the transport sector compared to
the industry sector. The results provide insight into best practices and highlight areas
for improvement, contributing to policy recommendations to improve energy sustain-
ability and reduce emissions across the EU.

Keywords: data envelopment analysis, energy efficiency, emission efficiency, Euro-
pean Union, renewable energy

JEL Classification: C61, D24, M11
AMS Classification: 90C08, 90C90

1 Introduction

Global climate change represents one of the most significant challenges facing humanity today. It is primarily
driven by the accumulation of greenhouse gases (GHGS) in the atmosphere, largely resulting from human activi-
ties, such as the burning of fossil fuels for energy. Addressing this challenge requires urgent action on multiple
fronts, with energy efficiency and emission reduction playing crucial roles. Energy efficiency refers to using
less energy to perform the same task or produce the same result. It is a fundamental strategy for reducing energy
consumption and mitigating climate change. Key benefits of energy efficiency include reduction in greenhouse
gas emissions, use of energy-efficient technologies, and practices that can lead to significant cost savings. Emis-
sion reduction involves decreasing the amount of pollutants, particularly greenhouse gases, released into the at-
mosphere. Strategies for emission reduction include transitioning to renewable energy sources, implementing
carbon capture and storage technologies, and promoting circular economy principles to reduce waste and en-
hance resource efficiency. Energy efficiency and emission reduction are interlinked and mutually strengthening
strategies. Efficient energy use directly contributes to lower emissions by reducing the demand for energy from
fossil fuels. Furthermore, investments in renewable energy and low-carbon technologies improve energy
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efficiency while simultaneously cutting emissions. Figure 1 presents the development of the percentage of total
energy consumption from renewable sources for 27 countries in the European Union (Eurostat, 2024b). It has
been chosen for the assessment of the progress towards the objectives and targets of the EU Sustainable Devel-
opment Strategy. This data set covers the indicator for monitoring progress towards renewable energy targets of
the Europe 2020 strategy implemented by Directive 2009/28/EC on the promotion of the use of energy from re-
newable sources (RED I) and the Fit for 55 strategies under the Green Deal implemented by Directive (EU)
2018/2001 on the promotion of the use of energy from renewable sources (RED I1). The overall share of renewa-
ble energy (RES) in the EU's total energy consumption has been steadily increasing since 2004 from almost 10
% to the level of 23 % in 2022. The Renewable Energy Directive (RED 1), adopted in 2009, set a binding target
for the EU to achieve a 20% share of energy from renewable sources by 2020, which was successfully achieved
(22%). The EU aims to increase this to 32% by 2030, under the revised Renewable Energy Directive (RED II).
The share of RES in transport is lower compared to other sectors but has grown due to the increased use of bio-
fuels and electric vehicles (1,6 % in 2004 to 9,6 % in 2022). Renewable energy sources, such as wind, solar, hy-
dro, and biomass, contribute significantly to the electricity sector (from 16 % in 2011 to 41,2 % in 2022). In
some EU countries, renewables account for a large proportion of electricity generation. For example, Denmark
and Germany have a large share of wind and solar energy, respectively.
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Figure 1 Share of energy from renewable sources (RES, percentage)
Source: Data extracted from the Eurostat database [nrg_ind_ren] (Eurostat, 2024b)

Regarding trends in the development of emission reduction in the 27 EU countries, there is a noticeable positive
reduction of greenhouse gases from 3 478 936 thousand tonnes in 2011 to 2 897 292 in 2022, i.e., by about 17%.
The GHGs in mining and quarrying, which fell by almost 33%, are the biggest contributors to this.

In the context of global climate change, energy efficiency and emission reduction are vital strategies that offer
substantial environmental, economic, and social benefits. Policymakers, businesses, and individuals must work
collaboratively to implement effective measures that improve energy efficiency and reduce emissions, contributing
to global climate goals and the overall well-being of society.

The main goal of this paper is to evaluate the efficiency of energy and emissions in 27 EU countries using data
envelopment analysis (DEA) during the 2011-2022 period.

The article consists of four sections. The following Section 2 is devoted to the literature review. Section 3 presents
the main features of the methodology, and describes data and variables. Section 4 briefly discusses the results
obtained, while the main conclusion and directions for further research are presented in Section 5.

2 Review of the literature

Although significant strides have been made in assessing energy and emission efficiency across various regions
and sectors, there is a notable gap in the comprehensive analysis that specifically targets EU countries using
recent data. Many researchers in energy and environmental economics use data envelopment analysis (DEA) to
evaluate the efficiency of a production system. Data Envelopment Analysis is a powerful non-parametric method
used to evaluate the efficiency of decision-making units (DMUSs) such as countries, companies, or other entities.
Compare the inputs and outputs of each DMU to identify those operating on the efficiency frontier, thus deter-
mining which units are performing best and which need improvement.



Three basic review publications systematically summarise previous research on the use of DEA in the energy
and environment. Zhou et al. (2008) classified 100 such publications for the period 1983 — 2006 and found that
benchmarking of electricity utility accounts is the basis for the largest number of studies, followed by the areas
of modeling environmental performance and energy efficiency study. Meng et al. conducted a comprehensive
survey of 46 empirical studies published in 2006-2015 in China's regional energy and carbon emission effi-
ciency. The authors paid attention to the selection of inputs and outputs for the production system, various types
of DEA models, and the incorporation of dynamic changes. The third paper by Sueyoshi et al. (2017) summa-
rised 693 research works on DEA applied to energy and environmental efficiency from the 1980s to the 2010s.
The results confirmed a dramatic increase in the number of such professional articles, particularly after the
2000s. The results of these studies document the benefits of using DEA in guiding large policy and business is-
sues such as global warming and climate change in the world.

Energy efficiency, or energy saving and conservation, is a measure of managing and restraining a growth in en-
ergy consumption (Meng, et al., 2016). One of the most popular research areas for measuring energy efficiency
is comparison among industries/sectors, regions, and countries. Another prominent application area is agriculture
production. Zhou et al. (2008) assesses energy efficiency in 21 OECD countries. When considering energy con-
sumption as input and GDP as output, the study identified the most efficient countries and provided information
on best practices. There are not many research articles devoted to energy and emission efficiency in the Euro-
pean Union. Gokgoz et al. (2023) deal with the analysis of environmental, energy, and economic efficiency for
the energy market in the European Union. According to environmental efficiency, the authors found that the
Nordic countries are primarily more efficient, while, in terms of economic innovation efficiency, Germany is
ranked as the top-performing country. Camara-Aceituno et al. (2024) examined only emission efficiency (CO2,
CH4) for 27 countries in the EU during the period 2012-2020. The results showed that only 12 countries had
emission efficiency and that relatively high and rich countries are closer to achieving high environmental effi-
ciency than less developed countries. Borozan and Starcevic (2019) explained the technical efficiency of the
DEA and its determinants in the European energy industry for the period 2005-2016. They noted that the differ-
ences in efficiency may be explained by company-specific characteristics and environmental factors. In particu-
lar, energy efficiency may be improved by ensuring employee education with a focus on the internalization of
business and open to competition.

Past research using DEA has contributed significantly to our understanding of energy efficiency and emission
efficiency. These studies have provided valuable benchmarks, identified key areas for improvement, and in-
formed policy and strategic decisions. As policymakers continue to seek sustainable development, the insights
from DEA studies remain crucial in guiding effective and impactful strategies. Although significant strides have
been made in assessing energy and emission efficiency through DEA in various regions and sectors, there is a
notable gap in the comprehensive analysis that specifically targets EU countries using recent data.

3 Materials and methods

Data Envelopment Analysis (DEA) is a powerful nonparametric method used to evaluate the efficiency of deci-
sion-making units (DMUSs) such as countries, regions, companies, or other entities. For this study, we focus on a
specific DEA model suitable for evaluating energy and emission efficiency across EU countries, which is the
non-radial directional distance function (DDF) model. This model is particularly relevant, as it allows the
simultaneous consideration of multiple inputs and outputs, including undesirable outputs like CO. emissions.
Unlike radial models, which assume a proportional reduction of all inputs or expansion of outputs, the nonradial
DDF model allows for different rates of adjustment for each input and output. This is crucial for accurately as-
sessing efficiency in contexts where certain inputs or outputs cannot be easily scaled. The DDF extends tradi-
tional DEA by incorporating a direction vector that guides the reduction of inputs and undesirable outputs or the
expansion of desirable outputs. This flexibility makes it particularly suitable for environmental efficiency analy-
sis, where reducing emissions (undesirable outputs) and maintaining or increasing economic output (desirable
outputs) are objectives.

Zhou et al. (2012) presented a nonradial DDF approach to modeling energy and emission efficiency in elec-
tricity generation for 129 countries in the year 2005. It was found that the OECD countries had better carbon
emission efficiency and integrated energy emissions efficiency than the non-OECD countries, while the differ-
ence in energy efficiency was not significant. Take Wang et al. (2016) applied a non-radial DEA model with a
focus on both energy consumption and emissions for 30 provinces in China from 1996 to 2012. The results
showed that carbon emission efficiency among the 30 areas varied significantly closely related to regional eco-
nomic development. Furthermore, the radial DDF model might overestimate the efficiency of the emission.
Wang and Wei (2014) confirmed that economically well-developed cities demonstrated higher efficiency.



To study energy and emission efficiency, we will formulate a nonradial DEA model with DDF and the possi-
bility that inputs, desirable outputs, and undesirable outputs can be adjusted nonproportionally. For each deci-
sion-making unit (DMU;) j =1, 2, ..., N, we will consider M inputs (i=1, 2, ..., M), R desirable outputs R (r = 1,
2,..., R) and undesirable outputs (s=1, 2, ..., S). Now we can formulate an extended and nonradial DEA model
that is nonoriented with DDF according to (Zhou et al., 2012 and Wang et al., 2014):
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where the inputs, desirable outputs, and undesirable outputs for DMU; are respectively denoted by
X' = (% Xoj oo Xy 1 Y =Ygy Yoo Yy, ) D" =y 0,5 .. bg; ). A, intensity variables for connect-

ing inputs and outputs by a convex combination. The nonzero vector g' =(g”,g”,9") = (=x,,y,,—b ) isthe
directional vector for inputs, desirable outputs, and undesirable outputs. The normalized weight vector
w=(w",w’,w")" is determined by the number of inputs and desirable and undesirable outputs. It is assumed that

the weight of all inputs, desirable and undesirable outputs is successively 1/3. The vector 8' =(8*,8",8")
denotes the scaling factors vector for inputs, desired outputs, and undesirable outputs, i.e. ﬂix expresses the inten-
sity of reduction of i-th input, B increase of r-th desirable output, ﬂf and reduction of s-th undesirable output for

each DMU;. The zero B*,B’, 3" expresses the effective DMU; for input x;, desirable output yr, and undesirable
output bs in turn. The mentioned DEA model (1) is established under the condition of variable return to scale
(VRS).

In this paper, the research sample includes 27 DMUs, which are countries of the European Union (EU) presented
and is based on data drawn from 2011 to 2022.

indicators  explanatory meaning/ unit
variables data code in the Eurostat database
inputs empl employment. thousand hours worked
[nama_10 al0 e]
fast nonfinancial assets — stocks million euros
[nama_10 nfa_st]
fcind final energy consumption in an industry sector thousand tonnes of oil
[ten00124] equivalent
fctra final energy consumption in the transport sector thousand tonnes of oil
[ten00124] equivalent
desirable gdp gross domestic product million euros
outputs. [nama_10_gdp]
apgg air pollutants and greenhouse gases; thousand tonnes;
[env_ac ainah r2]
undesirable srene share of renewable energy in gross final energy percentage.
outputs consumption
[sdg_07-40]




Table 1 The indicators descriptions (Eurostat (2024a, 2024b))

variable empl fast fcind fctra gdp apgy srene
Minimum 348 792 23516 40 181 6 848 1764 1,9
maximum 62 168 126 10 263 318 57 410 52 247 3017499 797 609 66,0
means 12188234 1493743 8779 10171 439 279 116 928 21,2
std. dev. 12361829 2392920 11924 13957 685 939 158 205 11,8

Table 2 Descriptive statistics of indicators for 27 countries in the EU from 2011 to 2022

4 Results

By optimizing the non-radial and nonorientated DEA model (1) with DDF as well as including the undesirable
output, the nonproportional measure, the total beta coefficient g, and other partial beta coefficients were obtained

for each of the 27 EU countries in the individual years from 2011 to 2022. It used GAMS software 43.3.1.

The number of effective countries is shown in Table 3. The results document that the number of effective units
was 11 to 13, that is, 40,7 to 44,4 %. This result corresponds to the research study by Camara-Aceituno et al.
(2024), who identified 12 countries from the EU during the period 2012-2020. Among the effective EU countries
in the entire monitored period were Germany (DE), Denmark (DK), Estonia (EE), France (FR), Ireland (IE), Lux-
embourg (LV), Latvia (LV), Malta (MT ), Netherlands (NL), Poland (PL) and Sweden (SE).

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022
number 12 12 13 11 12 11 11 12 13 12 12 12
% 444 444 481 40,7 444 407 407 444 481 444 444 444

Table 3 The effective countries using the DEA model (1) from 2011 to 2022

The total factor efficiency for each country in individual years from 2011 to 2022 presents the coefficient

(beta) and individual efficiency scores for each input and output factor g™, g™, g, g, p**, ™, g
which are marked in the graphs as beta,b _empl,b _ fast,b _ fcind,b _ fctra,b _ gdp,b _srene,b _apgg.

The evaluation of the development trend of the average efficiency for 27 EU countries is shown in Figure 2.
The average total efficiency beta was 0,227 in 2011 and slightly improved to 0,203 in 2013, followed by an os-
cillation to 0,225 in 2022. The cause of inefficiency is mainly the share of the renewable energy output factor in

the final energy consumption (srene). The corresponding efficiency A" improved from 0,594 in 2011 to 0,489
in 2015 and then deteriorated to 0,524 in 2022. The second critical factor is emissions (appgg). The average
£ fluctuated slowly between 0,242 and 0,282 in 2020. Other critical factors are employment (empl), followed
by energy consumption in the transport sector (fctra) and then also in the industry sector (fcind). The average
B is constantly slowly increasing from 0,136 in 2011 to 0,210 in 2022, the average /3

feind

occurs in the inter-

val of 0,098 to 0,152 in 2021, which is lower, and less inefficient compared to the transport sector. Therefore, it
is a legitimate question to reassess the energy mix used in transport but also in industry. The input factor capital
(fast) and the output factor gdp have a slight influence on the average total efficiency.

The results of the total inefficiency analysis for the period 2011-2022 are presented in Figure 3. The results
obtained by optimizing the DEA model (1) and confirmed by the clustering analysis document that Czechia (me-
dian B =0,696), Slovakia (0,666), Hungary (0,657), Bulgaria (0,599), and Belgium (0,554) belong to the lowest
efficiency countries. The cluster profile for these countries points to a key problem with the share of renewable
energy in final energy consumption (mean £ = 2,199) i.e., a significant increase in the level of that output
factor is necessary), another critical factor is the necessary reduction of air pollutants and greenhouse gases (mean
S =0,548) . The third critical factor to improve total efficiency is employment (mean g™ =0,377) and a re-

duction of thousand hours worked is necessary. Based on the results in this group, a reduction in energy consump-
tion in the transport sector is also desirable.
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Figure 2 Trends in the development of average efficiency

In the next part of the paper, we will focus on the evaluation of energy and emission efficiency in 27 EU coun-
tries. Figure 2 shows that the average A", ™" measures the efficiency of energy consumption in the industry
and transport sectors, while the most significant cause of inefficiency is the high energy consumption in
transport and even has a worsening trend of the average level from 0,136 to 0,210 in the years 2011-2022, espe-
cially after 2019. The trend of improvement in average efficiency in the industry starts at 0,102 in 2011 and re-
turns to almost the same level in 2022, with a higher peak in 2021. In terms of country classification, it is con-
firmed that Finland is much higher ™™ (mean 0,515) than ™ (0,119). Moreover, this phenomenon is differ-
ent compared to most inefficient countries. The second country, which has significant problems with energy con-
sumption compared to other countries, both in transport (0,557) and industry (0,478) and especially with a strong
increase in 2021 is Bulgaria. The obtained results also agree with other literature (Wang et al. (2014), Zhou et al.
(2012), Camara-Aceituno et al. (2024)) that economically well-developed countries have higher energy and
emission efficiency. If we evaluate emission efficiency using B** the worst efficiency compared to best prac-
tice, Romania (average 0,778), followed by Bulgaria (0,771) and Czechia (0,758) show the results. |These coun-
tries should fundamentally reduce air pollutants and greenhouse gases. Only Romania sees a slow decline from
0,798 in 2011 to 0,758 in 2022 but the level is still high.
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Figure 3 Total efficiency beta for inefficient countries in 2011-2022



5 Conclusions

In this study, we evaluated the energy and emission efficiency of EU countries during 2011-2022. This research
highlights significant disparities in energy and emission efficiency in EU countries. The study confirmed the usual
number of efficient EU countries (41%) in optimizing the extended and nonorientated DEA model with DDF. The
main cause of inefficiency was the low share of renewable energy in final energy consumption, and another critical
factor was the high level of undesirable output of air pollutants and greenhouse gases. When examining energy
efficiency in two sectors, it was found that the problem for most inefficient countries is the high consumption of
energy in the transport sector compared to the industry sector. The exception was Finland. By identifying best
practices and areas that need improvement, this study provides a roadmap for policymakers to improve energy
sustainability and reduce environmental impacts in the EU.

Further research should include more variables, such as energy storage capacities and technological advancements,
and apply dynamic DEA models to account for changes over time. Additionally, extending the analysis to non-EU
countries could provide a broader comparative perspective.
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Designing optimal transportation patterns for radiation
accident recovery

Robert Hlavaty', Helena BroZzov4®, Anna Selivanova®, Tereza
Sedlafova-Nehézova*

Abstract. In case of a radiation accident in a nuclear power plant (NPP), there is a
possibility of radionuclide releases that would affect the vicinity of the NPP. Such an
event subsequently requires responsible authorities to decontaminate the affected ar-
eas and remove the produced contaminated waste to the designated interim storage
sites. Given the extent of the incident, the recovery of the areas may turn into long-
term logistic operation involving considerable machinery and personnel. We propose
an optimal routing methodology to approach this situation and employ linear optimi-
zation to deliver an effective solution to the problem. This specific routing problem is
constrained not only by the vehicle capacities but also by the doses the personnel can
take during the process. We seek a solution that minimizes the distance travelled by
vehicles and, thus, the time for which the personnel is exposed to radiation. The pre-
sented methodology is based on the real-world measures that would be taken in case
of such an incident. The model results would allow the authorities to plan sufficient
vehicle and personnel availability, estimate the time needed to clear contaminated ar-
eas and estimate the capacity of the interim storage sites. We demonstrate our meth-
odology on a small example.

Keywords: dose rate, linear optimization, nuclear power plant, radiation accident, ro-
bust optimization, routing problem, waste

1 Introduction

Our motivation is based on cooperation with the National Radiation Protection Institute (SIjRO). Within the co-
operation, we assessed the consequences of radiation accidents at nuclear power plants (NPP). These accidents
can take many forms, and the one discussed in our paper considers that the radiation release affects the vicinity of
NPP. In such cases, released radionuclides contaminate the land around NPP. The contamination is not homoge-
neous, and its levels are determined by many factors, such as wind direction and atmospheric conditions, that play
a significant role in the spread of radionuclides (Wang et al., 2011). Also, the geographical layout, including to-
pography and proximity to water bodies, also affects the dispersion pattern of radiation. Additionally, the type of
radioactive material released, its quantity, and the duration of the release are essential parameters for simulation
accuracy (Wang et al., 2011). Based on the simulation, it is possible to predict the contamination levels in different
sectors around the NPP. This may vary depending on the various simulation scenarios. Disposing of contaminated
material is essential to reduce the long-term environmental and health risks associated with radioactive substances
(Linet et al., 2018). The experience is known in the decontamination of radioactive soil at the National Research
Center Kurchatov Institute (Volkov et al., 2011). The study highlights the complexities of managing contaminated
soil, including assessing the composition of contamination, soil volume, decontamination processes, and monitor-
ing radiation conditions during disposal.

In order to dispose of the contaminated soil, it is necessary to initiate a significant logistical operation requiring
careful planning to minimize risks to personnel exposed to radiation (Tashlykov et al., 2022). Tashlykov et al.
(2022) employ routing algorithms to develop an optimal strategy for dosimetrists moving around in inhomogene-
ous radiation fields. This approach is suitable in the environments that are a priori known. In the case of the radi-
ation accident we discuss here, such knowledge is unavailable, and the personnel operates in an environment where
it is hard to avoid radiation. Under ideal conditions, there is a negligible radiological impact on the neighbourhood
of the transported radioactive material (Calleja and Gutiérrez, 2011). However, in this case, the contaminated
material would be transported by ordinary trucks without safety containers, which would cause the truck crew to
receive radiation doses that need to be considered. Doses from transporting radioactive materials under different

! CZU Prague, Department of Systems Engineering, Kamyckd 129, 16500 Prague-Suchdol, hlavaty @pef.czu.cz

2 CZU Prague, Department of Systems Engineering, Kamycka 129, 16500 Prague-Suchdol, brozova@pef.czu.cz

3 National Radiation Protection Institute (SGRO), Bartoskova 1450/28, 14000, Prague-Nusle, anna.selivanova@suro.cz
* CZU Prague, Department of Systems Engineering, Kamyckd 129, 16500 Prague-Suchdol, nehezova@pef.czu.cz



scenarios were studied by Chun, Park and Cheong (2020). Under normal conditions, there are designated quanti-
tative procedures that minimize both transportation costs and risk, as described by Alumur and Kara (2005). In
case of an anticipated radiation accident, there is no information about the availability of such countermeasures,
and the transportation procedures solely focus on carrying away the contaminated soil to designated storage sites.
In the aftermath of the Fukushima Daiichi accident, it has been observed that there is a problem with large amounts
of contaminated waste, which disposal workers must handle. These workers must be accordingly protected from
the radiation exposure (Yasui, 2014). In our contribution, we develop a methodology based on the multi-index
transportation problem, a classic approach introduced by Haley (1963). The multi-index transportation problem
has many practical uses, as Junginger (1993) shows. We present our variant of the multi-index transportation
problem, which is, in our case, incorporated in a two-stage optimization procedure. This approach looks suitable
for the problem in question, i.e. searching for an optimal way of transporting the contaminated waste to storage
sites while considering the radiation doses received during that process. We accompany our methodology with a
small example based on real but anonymized data.

2 Methods

The following chapter describes the quantitative approach to solving the problem in question. The model is based
on the factual circumstances that arise in case of a radiation accident. The logical framework was provided by
SURO and corresponds to the real reaction of the authorities to a radiation accident. The model is invariant to the
location or national policies of different countries that are activated in case of such an accident.

2.1 Routing model

NPP's emergency planning zone (EPZ) is divided into several segments. The radioactive waste is gathered and
concentrated on each segment at one designated loading area. At each of the I loading areas, the radioactive waste
is loaded onto a vehicle with a limited capacity and transported to one of the J interim waste storages. Each vehicle
is operated by a crew which is exposed to radiation during transportation. The general problem statement is the
following: we seek the optimal way to transport the radioactive waste from all segments to designated interim
waste storages while minimizing the time travelled by all vehicles and thus minimizing the dose the crew receives
during the transport.

First, it is necessary to set up all variables and parameters that will be subject to optimization. Then, the mathe-
matical two-stage optimization model is constructed. During the first stage, we determine the necessary workforce
(minimum number of crews needed to manage the whole problem). As a crew, we understand a single truck with
one driver and one assistant. The driver and assistant can be mutually rotated during the manipulation and trans-
portation of the waste. In the second stage, we compute the optimal workforce distribution among the crews with
respect to minimization of travelling time, i.e., from which loading area to which waste storage the radioactive
waste should be carried and by which crew.

Input parameters

The optimization problem (in the second stage) resembles a three-dimensional traditional transportation problem,
and the individual dimensions are represented by the loading areas, waste storages and crews. We consider [
loading areas, / waste storages and K crews and establish the fundamental variable of our problem x;;, € RI*J*K
representing the number of tours from loading area i = 1, ..., [ to waste storage j = 1, ...,/ by crew k = 1, ..., K.
Next, we define a set of all parameters that enter the optimization models in the first or the second stage.

Parameter  Description Unit
tij Travel time between the loading area i and waste storage j h
a; Amount of radioactive waste gathered at the loading area i t
MA; Caesium massic activity of the radioactive waste gathered in the loading Bq/kg
area i
a Conversion coefficient for radioactive waste handling (mSv-kg)/(Bg-h)
b; The capacity of the waste storage j t
DR; Radioactive waste dose rate at the loading area i mSv/h
T; Number of tours needed to carry away all radioactive waste from the load- -
ing area i



ATC Average truck capacity t

MT; Manipulation time for loading at loading area i h

MT; Manipulation time for unloading at waste storage j h
TMTD Total manipulation time dose received during the whole problem mSv
TTTD Total transportation time dose received during the whole problem mSv

DL Maximum dose limit for all crews k =1, ..., K mSv

First-stage optimization

In the first stage, we compute the minimum necessary number of crews needed to manage the problem. The number
of required crews is given by the dose limit DL that a crew can take. Once this limit is reached, the crew can no
longer participate in the transportation. It is expected that the crews receive the doses over time spent by a) ma-
nipulation, i.e. loading and unloading the waste; b) transporting the waste from the loading area to the waste stor-
age. The total manipulation time dose (TMTD) can be easily computed without using an optimization model as
follows:

1]
TMTD = Z

i=1j

DRl' =ax* MAL,VI.

(an-rmn)*ATC*DRj
a (D
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The first term sums up the manipulation time (MTl- +M T,) which is multiplied by the dose rate DR; normalized
per ton and the number of tons contained in the truck (ATC). The total dose rate of the radioactive material at the
loading area i is DR; = a * MA;, Vi and the dose per 1tis DR;/a;.

However, the total transportation time dose received during the whole problem is not a priori known because it is
not apparent which waste storage will be used for which loading areas and, thus, how much time the transportation
would take. Therefore, it is necessary to solve the optimization problem that would arrange the transportation in a
way that minimizes the total transportation time dose (TTTD) and thus minimizing the objective function value of
the problem (2), which shows the TTTD for the problem. We propose the following optimization model with the
variable x;; representing the number of tours from loading area i = 1, ..., I to waste storage j = 1, ..., J

]
d ty; * ATC * DR;

i=1j=1

subject to

]
le‘j=Ti,i:1,...,I (2)

The expression in the brackets in the objective expresses the dose rate DR; normalized per ton (divided by a;)
received per transportation time t;; and transported amount ATC. The first constraint ensures that the required

number of tours from each loading area i is delivered. The value of the parameter T; is computed as T; = ATC

second constraint ensures that the waste storage capacity is not exceeded. It is expected that the total capacity of
the waste storage is sufficient to store all radioactive waste, i.e. Z;=1 . > Y!_, a;. Then, the number of required
TMTD+TTTD]

crews to manage the problem is computed as K = [ m



Second-stage optimization

Completing the first stage reveals the number K of crews that will be needed to cover the problem in the ideal
case. In the second stage, it is necessary to assign the crews to transport the radioactive waste from loading areas
to waste storages. Once again, we seek to minimize the total dose received by the crews while distributing the
transportation among crews.

1 J K
_ t;; * ATC = DR; (MT + MT;) « ATC * DR;
mn) 2.2 a
e i i

subject to

3)

J
iZ( ; * ATC % DR; (MTl-+MTj)*ATC*DRl-

)x”k < DL,k = 1,...,k
a;

i=1 j=1
xijk = 01 Vl'];k

The objective function minimizes the total dose received on transportation and manipulation for each crew on all
tours. Same as in the first-stage model, the first constraint secures that the required number of tours from each
loading area i is delivered, and the second constraint secures that the waste storage capacity is not exceeded. The
third constraint ensures that no crew receives a higher dose than DL during the overall transportation.

3 Results

To demonstrate the applicability of our approach, we proceed with a small, real-based example. Due to data sen-
sitivity, it is not possible to disclose detailed information. We have experimented with our approach to the situation
with an existing EPZ divided into several sectors that are subject to simulation. Based on the simulations carried
out by SURO, it is possible to set up different scenarios of land contamination for these sectors. Each sector has a
designated loading area, and at the same time, there are two designated storage sites that would act as a destination
for contaminated material disposal. For simplicity and due to the extent of the conference paper, we assume only
nine sectors i = 1, ...,9 named A...I for the demonstration purposes. Note that these sectors are not topologically
identical and depend on the land characteristics.

Parameter | Value Travel time | Storage 1 | Storage 2
matrix (min)

MT; 0.5hVi A 15.45 9.61
MT; 0.5hVvj B 2.73 13.26

ATC 8t C 5.21 7.36

a’ (27,49,71.8,10.5, 21, 20, 20, 40, 85) 10°t D 12.82 3.12
a 0.0000015 (mSv-kg)/(Bg-h) E 17.87 19.58
MAT (1.12,25,4.5,0.5,0.5, 1.5, 0.15, 0.5, 5) 10° Bg/kg F 11.64 16.54
b; o t, j = 1,2 (unlimited capacity) G 17.19 13.49
DL 0.5 mSv H 27.85 17.27
I 14.88 24.86

Table 1 Model input



We begin with the 1% stage of the optimization problem with the input described in Table 1. The numbers were
provided by SURO except for the travel times between destinations and storages, which can be easily computed
using any available map tool. We proceed with computing terms (1) and (2), and after doing so, it occurs that
TMTD + TTTD = 1.27mSv and thus the number of crews needed to secure the transportation is K = 3, consid-
ering the given dose limit 0.5mSv per worker. Figure 1 shows the topology of the problem in terms of locations,
and it was created as a projection into the plane using their earth coordinates. Figure 2 shows the optimal distribu-
tion of contaminated material to both storage sites regardless of the crew distribution. Figure 2 only serves as an
informative byproduct of the computing model (2).
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Figure 1 Problem topology Figure 2 Distribution to storages

In Figure 2, the blue loading sites are affiliated with Storage 1, and the green loading sites are affiliated with
Storage 2. The material at loading site C is split and distributed to both storage sites in the optimal case. Next, we
proceed with the 2" stage of the optimization problem and compute problem (3) for K = 3. Figure 3 shows the
optimal distribution among all three transportation crews.
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Figure 3 Optimal distribution among crews

Figure 3 has the following interpretation: Material from blue loading sites will be transported to Storage 1. Material
from green loading sites will be transported to Storage 2. Material from loading site C will be split and transported
to both storage sites. This distribution is no different from the one in Figure 2. The loading sites marked as circles
will be served by Crew I, loading sites marked as triangles will be served by Crew 2, and loading sites marked as
squares will be served by Crew 3. Note that the only square is loading site B together with a circle because it needs
to be served by two crews.

Figure 3 demonstrates the distribution among three crews such that a single crew does not receive a dose higher
than 0.5mSv. The total distribution of doses among crews is 0.49mSv, 0.5mSv, and 0.28mSv, respectively. Know-
ing the exact distribution and the number of tours needed to carry all the contaminated material to storage sites, it
is simple to evaluate the total time required for such a job. In our demonstrative case, it would be 7760 hours of
driving and considerably more hours of manipulation, being 43037 hours, if one hour is needed for every tour for



loading and unloading. This parameter may also be subject to different scenarios. Calculating the total decontam-
ination time for our scenario, it takes approximately five years and ten months of working time for three crews. It
is not utterly important to employ only three crews in such a case; it is only the lower limit for such a number. Any
larger number of crews would be acceptable and probably desirable, considering the total time needed for trans-
portation. This is why our approach is rather a decision-making support than a strict planning tool.

Conclusion

The illustrative example is only a simple variant of the actual real problem. We intend to provide a complex
analysis of the real-based situation with considerably larger numbers of loading areas. There are many possibilities
for different transportation scenarios. This is mainly influenced by the amount of contaminated material at the
loading sites, its massic activity, the number and capacity of storage sites and the availability of transportation
crews. Especially the amount of the material and the intensity of massic activity are only predictable by simulation
procedures but the reality in case of such an accident may as well differ a lot. This is why our further attempts will
aim to work with uncertain parameter values and apply the robust optimization approach to the problem in ques-
tion.
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Application of chooser options to valuation of investment
opportunities

Jiff Hozman', Tom4s Tichy?

Abstract. Real options approach can be applied to a variety of investment opportu-
nities to help investors improve risk management and make more informed decisions.
Since a chooser option is a contract written on the maximum of the set of individual
real options providing certain (mutually different) investment opportunities, this flexi-
bility makes chooser options particularly relevant for valuing investment opportunities
that involve uncertainty and the need for strategic decision-making. In this paper, we
present an incorporation of chooser options into the valuation process and examine
their valuation via contingent claims framework under single-factor uncertainty. The
resulting PDE problems are of the Black-Scholes type and are solved using a dis-
continuous Galerkin approach. Finally, we provide a simple conceptual example of
how chooser options can be used in investment scenarios facing a choice between
expansion, contraction, or total abandonment.

Keywords: real options pricing, flexibility value, chooser option, Black-Scholes
model, discontinuous Galerkin method
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AMS Classification: 65M60, 35Q91, 91G60

1 Introduction

Real options valuation is one of the key decision-making tools that applies conventional financial options theory to
evaluate strategic investments and takes into account irreversibility of investments, choice of timing and uncertainty
over the future rewards from investments, see Dixit and Pindyck (1994). These attributes are more evident for
situations where choosing among several investment opportunities is considered, see, e.g. Trigeorgis (1993).
Therefore, the proper integration of chooser options, a type of exotic option, into investment valuation within
the context of real options valuation establishes a framework for assessing the value of flexibility, embedded
in a portfolio of investment opportunities. Regarding valuation techniques related to real options approach, the
contingent claims analysis, leading to formulations via partial differential equations (PDEs) and their subsequent
numerical solutions, provides complex results and comprehensive information on modern investment issues, usable
in further post-processing.

The concept of this contribution arises from recent conference papers due to Hozman and Tichy (2021) and Hozman
and Tichy (2022), where expansion and contraction real options under output price uncertainty were studied in
a separate way. In contrast, the aim of this paper is to incorporate the concept of chooser options into valuation
of the managerial flexibility allowing to choose among several investment strategies. Inspired by the numerical
pricing schemes for conventional financial options by Hozman and Tichy (2020), we here extend the discontinuous
Galerkin (DG) approach to the case of chooser options. We proceed as follows: in Section 2 the portfolio
of selected investment opportunities is formulated and relevant PDE pricing models are introduced, while in
Section 3 a numerical valuation scheme is presented. Finally, in Section 4 a simple comprehensible application to
a multi-scenario decision problem is provided.

2 Chooser option as a portfolio of investment opportunities

In this paper we provide a flexibility valuation of a one-stage investment project with the following opportunities to

(E) expand the production rate by factor x; > 1 requiring the implementation cost K > 0;
(C) contract the production rate by factor k, € (0, 1) requiring the implementation cost K, > 0;
(A)abandon the project for its salvage price K3 > 0.

Making a single decision above is related to any time between the present time and the date of expiration 7 > 0.
These opportunities can be considered separately (i.e., E, C, A) or in combination as a portfolio of opportunities (i.e.,
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E&C, E&A, C&A, E&C&A). In terms of conventional financial options, the separated opportunity is described by
a call option (on expansion) or a put option (on contraction or to abandon) under American exercise right with the
given strikes K; and maturity date 7. On the other hand, the combined value of two or more individual options may
be seen as an American chooser option, written on the maximum of the set of these individual options providing
certain single investment opportunities (e.g., expansion, contraction, abandonment). Note that if the realization of
the investment opportunity is allowed only at the time instant 7', we speak about the European exercise right.

In what follows, we briefly recall PDE models by Li and Wang (2019) to valuate investment project flexibility. The
standard approach is based on backward induction, starting from determination of project values and ending with
evaluation of desired embedded option values. In line with Li and Wang (2019), we assume that the value of the
project as well as the flexibility of the investment opportunity are possible to express as a function of output price P
and actual time 7. We denote by Vi(P, r) the value of the project having no investment opportunities. In contrast,
the functions V| (P, t), V2(P, t) and V3 (P, t) stand for the values of an investment project with the embedded option
(E), (C) and (A), respectively. The key issue is to find the true value of the flexibility to invest F(P,t),t € [0,7T),
within the selected combination of opportunities under consideration. Without loss of generality, assume the
combination E&C&A, then on the expiration date (i.e., ¢ = T), the values of this investment opportunity and the
relevant projects are interconnected through the payoff of the corresponding chooser option, i.e.,

F(P,T)=1I(P) = max(Vl(P, T) - Vo(P,T) — K1, Vo(P,T) = Vo(P,T) — 52,95 + V3(P, T) — Vo(P, T),O), 1)

flexibility (E) flexibility (C) flexibility (A)

for P > 0. The modification of (1) for cases E&C, E&A, C&A or separated opportunities is straightforward by
removing the specific arguments of the max-function.

In order to evaluate IT(P) we are faced with the task of determining values of all investment projects included in (1)
att =T. Obviously, V3(P,T) = 0 due to the decision (A), but in the remaining possibilities we proceed as follows.
‘We assume that fluctuations in project/flexibility values are tracked back to uncertainty via the output price P, driven
by a geometric Brownian motion with a drift factor » — ¢ (i.e., risk-free interest rate » > 0 and mean convenience
yield 6 > 0) and volatility o > 0. This concept introduces a certain degree of uncertainty in the investment
opportunity reflecting the fluctuations in values of the underlying variable P in real-world scenarios. We follow
the contingent claims framework as in Haque et al. (2014). Incorporating the cash flow rate function ¢; (P, 1),
i = 0,1,2, within a finite time horizon (e.g., limited resources), which are associated with the corresponding
investment project, we conclude that value functions V;, i = 0, 1, 2, satisfy the following deterministic backward
PDEs of the Black-Scholes (BS) type, i.e.,

avi + 10-2 P2 82_‘/
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where T* > T stands for the maximal life-time of all considered investment projects. At that time, we assume
that all projects are already worthless, i.e., V;(P,T*) = 0,i = 0, 1,2, which poses the terminal conditions for the
problem (2).

The last task is to determine the flexibility (i.e., option) values of the embedded investment opportunity. Repeating
the same steps as above also for the value function F(P,t), we conclude that flexibility as an option premium is
driven by the governing equation with the same BS differential operator as in (2), but with zero right-hand side.
The possibility to realize the embedded flexibility known as European constraint is incorporated into this equation
by terminal condition (1). Moreover, the American option style is partially interesting, allowing exercise any time
in [0, T]. This early exercise imposes an additional constraint that F'(P, ) > II(P) for any t € [0, 7).

There are several approaches how to handle the early exercise feature, among the widely used ones, just penalty
techniques by Zvan et al. (1998) allow us to formulate the option (i.e., flexibility) valuation problem as follows

OF 1 8*F
+-o2pP—

oF )
TR 3p2 +(r - 6)P6—P —rF+qr=0 in (0,00) X [0,7), 3)

where the penalty term g is defined to ensure American constraint by using conditions
gr(P,t) =0, if F(P,1) > II(P), gr(P,1) >0, if F(P,r) =11(P), t€[0,T). “)

Note, if we put gg(P,t) = 0, for all P > 0 and ¢ € [0,T), in the case of European exercise right, the penalty
approach can be unified for both exercise features considered.



In summary, we deal with several terminal value problems for different investment projects and one for the
embedded option, the formulations of which differ only slightly. Nevertheless, the localization of the governing
equations (2) and (3) to a bounded interval Q = (0, Ppax) is necessary for the subsequent numerical treatment.
Therefore we have to impose project as well as option values for zero and sufficiently large (i.e., Pmax) output
prices. The project values are estimated by the net present value approach for the given cash flow rates as follows

T*
‘/l(Zy t) = / ‘,01(1, f)e_r(g_t)df’ Z € {09 Pmax}’ l € [Ts T*)’ l= 07 1’2' (5)
t

Considering flexibility values, the exercise rights lead to a couple of Dirichlet boundary conditions in the form
TN, (B )
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3 Numerical valuation

Regarding the real options valuation problems, one can apply various numerical approaches to propose efficient
pricing algorithms, arising from pricing of financial option counterparts. Within this contribution, the proposed
valuation methodology is based on the DG approach by Riviere (2008) to cope with the convection-diffusion
character of the governing equations, determined by ratio (r — §)/o>. Accordingly, the numerical solutions,
representing approximate project as well as real option values, are constructed as the piecewise polynomial
functions of the p-th order defined on the spatial grid 0 = Py < P; < ... < Py = Ppax (with the assigned mesh
size h) without necessitating continuity across these partition nodes. Let the space of such functions be denoted
by SZ (Q), for a detailed description the reader is referred to Riviere (2008).

One of the crucial steps of the valuation procedure is the treatment of the American early exercise feature in (3).
More precisely, to meet the conditions (4), we introduce the variational form of the penalty function gr as follows

(CIF(',I),Vh) = Cp[)Xexc(t)H(')Vh dP—Cp/s;Xexe(t)F("t)Vh dP, vy € SZ(Q)’ (N

Qr (Vi) QL(F,vy)

where (-,-) denotes in fact the inner product in L?(€). The function yexe(f) in (7) is defined as an indicator
function of the exercise region at time instant ¢ (see Hozman and Tichy, 2020) and ¢, > 0O represents a weight to
enforce the early exercise. To increase the clarity of the numerical valuation procedure, we split the form (7) into
linear functional Qg and bilinear form Q..

With respect to the space-time domain of governing equations, the numerical valuation consists of two consecutive
phases: spatial semi-discretization and temporal discretization. Within the first phase, at each time instant, we
construct the semi-discrete solution, represented as the solution to the system of ordinary differential equations
(ODEs) with the given terminal condition, see Hozman and Tichy (2020). The second phase is then devoted to the
discretization of these ODE systems using a semi-implicit Euler scheme and results into a sequence of linear alge-
braic problems (with sparse matrices) related to a time partition 7" =ty > t; > ... tg =T > tgy1 > ... >ty =0
with fixed time step 7 = T*/M. Let us denote u;ll)m €S Z (), =0,1,2, the approximation of the corresponding
project value functions V; from (2) at time level 7, € [T,T*]. Similarly, we put wj' ~ F(-,tm), tm € [0,T]
from (3). Assuming the portfolio of investment opportunities E&C&A, the sought present value of such flexibility
wz” is computed using the backward induction procedure in the following steps (note that t,,,+1 — t,, = —7):

(S1) Set homogeneous initial states u;li)o =0,i=0,1,2.

(i

h)m form=1,2,...,Randi = 0, 1,2 are defined recursively by the

(S2) The discrete project value functions u
following scheme

(552 vi) = 7D (v = (5, v0) = 76 ) 1) + 7 (@itm)o Vi) Vvn €SP, (®)

where the bilinear form Dy, (-, -) stands for the DG discrete variant of the BS differential operator and the
linear form t’lii) ()(1),i =0, 1,2, enforces the boundary conditions (5).

(S3) Setthe terminal condition for the flexibility value function as relevant chooser (real) option by SZ -projection
of I1(+) from (1), i.e.,

(wRovy) = (max (u;ll; - “;f})!e - ‘Kl,u,(fl),e - ”Ez?;e - K2, 9 — ML?;Q,O),Vh) Vv €5;(Q). (9



(S4) Similarly to (S2), the discrete flexibility value function wj' form = R+ 1,..., M is defined as follows

(W;l",Vh)—TDh(Whm,vh)+TQh(W;l",Vh) = (WZ’_l,vh)—Tfh(vh)(tm)+7'qh(vh)(tm) Vv, € 8)(Q), (10)

where the linear form £}, (-) (¢) balances boundary conditions (6) and forms Qj, (-, -) and ¢ (-)(¢) stands for
the DG discrete variants of Q. and Qg from (7).

For a detailed description of forms in (8) and (10), we refer the interested reader to Hozman and Tichy (2020). The
modification of the valuation scheme (S 1)—(S4) for different set of investment opportunities is again straightforward.

4 Application to conceptual case study

The presented conceptual study reflects real-world scenarios based on idealized basis from the iron ore mining
industry as in Li and Wang (2019). The goal of the application is to comprehensively interpret and analyze the
outcomes of the valuation procedure (S1)—(S4), which represent managerial flexibility considered in the form
of various combinations of selected individual options. Specifically for a mining company, it encompasses four
different combinations (i.e., E&C, E&A, C&A and E&C&A) under the European as well as American exercise
rights constructed from the following actions:

(E) to double iron ore production (i.e., k| = 2) requiring the additional investment cost K = 10;
(C) to halve the production of an iron ore (i.e., k, = 0.5) requiring the implementation cost K, = 0.5;
(A)to abandon the mine (as a mining project) for its salvage price K3 = 20.

The values of K, K, and K3 are given in thousands of million USD and the realization of all investment
opportunities is related to the time span of one year, i.e., T = 1.

Similarly to Li and Wang (2019), we consider a mining company with the given mining plan associated with
iron ore mining production rate go(t), expressed in thousands of million dry metric tonnes (dmt) of iron ore per
year. The value of such a mining company with no embedded investment opportunity is described by the function
Vo(P, 1), that depends on commodity price P, reported in USD per dmt of iron ore. Further, we consider two
mining investment projects of values V| (P, ) and V, (P, t) that adopt the individual options to scale up and scale
down iron ore production (as described above), respectively. These investment opportunities are consistent with
how the mine is operated, i.e., with mining production rates g; (¢) and g, (). Accordingly, we define

s(1), 1€[0,T}), s(0), 1€ [0,7), s(1), 1€ 0,7),
go(t) = o QU= ks(), e [T.T7),  g2(1) = . an
, te[T;,T7], 0, te[Tr, T, ky-s(t), telT,T;),

where the function s(#) represents a hypothetical mining production rate with unlimited resources and 77, i = 0, 1, 2,
denotes lifetime (in years) of the particular investment project. Intuitively, the contraction feature implies that

T* =T;. Let Q denote the total reserve of the iron ore mine (in thousands of million dmt), then fOT* gi(§)dé =0
fori =0, 1, 2. Subsequently, in order to determine the particular (after-tax) cash flow rate (in thousands of million
USD per year), we follow the definition by Haque et al. (2014) and prescribe

0i(P,1) = gi(t)((l —D)P—c(t))(l —B), Pel0,Puul, t€[0,T7], i=0,1,2, (12)

where c(t) is the average cash cost per 1 dmt of iron ore, D the rate of state royalties and B the income tax rate.

Referring to Li and Wang (2019), the forthcoming numerical experiments are performed with the following project
and market data: Q = 10, s(¢) = 0.1e%977 D = 0.05, B = 0.30, c(t) = 35¢%%%, & = 0.30, r = 0.06, § = 0.02,
which are the representatives of parameter values of practical significance. More precisely, ¢(0) = 35 USD per
dmt corresponds to prices from 01/2007. From the market data and (11) we get 7j = 75.80, 7| = 43.24 and
T; = 124.64. Concerning the discretization aspects, we approximate project/flexibility value functions as piecewise
quadratic (i.e., p = 2) on the fixed uniformly partitioned grid of domain Q with 7 = 0.25 and Py« = 100. The
time step is set to 7 = 0.02 and in order to handle numerically the American early exercise feature, we choose
cp = 10° /7 in (7). The whole implementation is done in the solver FreeFem++, see Hecht (2012).

First, we consider European exercise rights, i.e., the realization of the investment opportunity is allowed only at
time instant corresponding to the length of one year. Figure 1 captures the DG approximations of flexibility values
in the whole spatial domain Q for particular single-investment opportunity. More precisely, the terminal states
corresponding to payoffs of relevant single options (as in the BS model) are depicted on the left graph. In contrast,
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Figure 1 Flexibility values (under the European exercise right) of individual investment opportunities at realization
time ¢ = T (left) and at present time ¢ = 0 (right)

the right graph illustrates the smoothing of singularities from terminal conditions as time runs backward from
t =T tot =0. In terms of financial options, one can easy recognize that shapes of flexibility value functions for
(E) coincide with the character of financial call options and vice versa scenarios (C) and (A) match the put options.

Secondly, we focus on portfolios combined from the given investment opportunities. Figure 2 shows these four
scenarios in comparison with the single-investment opportunities and a sum of their individual values. At first
glance, one of the intuitive expectation is proven, namely that the flexibility value of the portfolio of investment
opportunities is always more valuable than the value of each individual opportunity. Regarding their sum, if the
two real options (both realized at the same time) are of opposite type (i.e., scenarios E&C and E&A), then they
would in fact have no interaction and be purely additive, see top graphs. On the other hand, for real options of the
same type, their interaction is not negligible. Specifically, the portfolio of two puts has a sub-additive property, see
scenarios C&A and E&C&A. These observations are fully in line with the findings by Trigeorgis (1993).

As the last attribute, we investigate the effect of early exercise constraint (i.e., American exercise right) on flexibility
values. Apart from that American real options cost more than their European counterparts, the smooth pasting
condition (linking payoff and flexibility functions) allows us to indicate the optimal exercise prices for the realization
of particular investment opportunities in a single-option case as well as within the portfolio of possibilities. The
optimal exercise prices, related to the present time, are listed in Table 1 for all considered scenarios. From the
point of view of decision-makers, this type of information is essential for setting a price barrier in which a given
investment opportunity is significantly valuable.

flexibility E C A E&C E&A C&A  E&C&A
imal 172 2475 (A 2475 (A
optimat 660 1775 2825 > (©) S 805 (A 3A)
exercise price 66.0 (E) 72.0 (E) 72.0 (E)

Table 1 Optimal exercise prices relevant to the present time for various investment scenarios

In a brief conclusion, as the leitmotif of this contribution, it can be stated that the utilization of chooser options
improves the evaluation of investment projects as well as the analysis of potential outcomes of various investment
strategies and allow investors to select the most advantageous path with respect to the considered uncertainties.
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On-line Learning Process for Setting of Heuristic

Parameters
Jaroslav Janacek', Marek Kvet?

Abstract. Tuning of sophisticated optimization heuristics represents a substantial part
of the heuristic application and it decides on final success or fail of the application.
Tuning of a heuristic is usually based on proper setting of heuristic parameters at such
values, which ensure the most efficient run of the heuristic. The admissible values of
the parameters are known in advance only in rear cases. Mostly, they must be deter-
mined for each individual case separately. It can be performed by previous research
during the phase of heuristic tuning or by a self-learning process, which is a part of
regular heuristic performance. Within this paper, an on-line learning process applied
to swap heuristic parameter setting is studied. The swap heuristic is run in the frame
of the gradual refinement process assigned to the problem of Pareto front approxima-
tion. The heuristic environment assures frequent repeating of the heuristic run and
thus, the learning process may lead to significant results. The issue of the learning
process may be either a recommendable parameter value or it can find that the param-
eter belongs to the class of sensitive parameters and no recommendable value exists.

Keywords: Location problems, Pareto front approximation, heuristics, online learn-
ing process

JEL Classification: C44, C61
AMS Classification: 90C05, 90C06, 90C10, 90C27

1 Introduction

Mathematical models of different location problem are frequently used as a support tool when making strategic
decisions connected with public service system designing. Recently, there are several efficient solving approaches
that enable us to obtain the optimal or at last suboptimal solution in a reasonable time window [1, 2, 3, 4, 5]. The
problem may get extra ordinarily challenging if the model structure deviates from the usual standards. Another
example of extra ordinary modeling and solving challenge consists in the necessity of optimizing two different
quality criteria at the same time. In such a case, the Pareto front of feasible solutions is usually provided to the
decision makers as a suitable output. Since the completion of the Pareto front requests for unpredictable computa-
tional time, plenty of heuristic approaches have been developed [8, 9, 10, 13].

Efficiency of many heuristic algorithms applied to optimization location problems depends on setting of parame-
ters, which control run of the optimization process. In some cases, a good value of a parameter can be obtained by
experiments performed with a given type of problem instances. Nevertheless, when the algorithm with the fixed
parameter is applied to different instance of the problem, the obtained result may be very unsatisfactory. In this
paper, we face the problem of finding a good approximation of the Pareto front of p-location problem solutions,
where each solution is evaluated according to two objective functions. The approximating set of non-dominated
solutions is subsequently created by applying the neighborhood search heuristics to solutions of the current ap-
proximation and adding the suitable inspected solutions to the approximation. The approach is characterized by
repeated usage of the heuristics on very similar problems, which differ in the starting solution only and in slope of
the comprehensive objective function, which is represented by the weighted sum of the two original objective
functions. This situation represents a suitable environment for applying self-learning process to setting up the
control parameters of the heuristic algorithm.

The remaining part of this study is structured as follows: The following chapter contains a description of the
problem together with mathematical formulations of the objective functions. Furthermore, we discuss here the
notion of Pareto front and its approximation. We also suggest a metric for evaluating the quality and accuracy of
Pareto front approximation. In section 3, the main theoretical part of the paper is presented. We explain here the
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parametrized neighborhood search algorithm and gradual refinement approach. The fourth section describes th
self-learning process. Section 5 summarizes the results of performed computational experiments and finally, the
last section concludes presented research and suggests possible directions for future development.

2 The Problem Description

This paper examines the p-location problem, which involves contradicting systems and fair criteria. The problem
can be expressed using the following notations. Let / represent the set of m applicants, denoted as 7 = {1, 2, ...,
m}, from which a total of p elements will be selected to build a service center. Therefore, a straightforward solution
to any p-location problem can be expressed in two distinct manners: either as a collection of indices from [ that
precisely includes p elements, or as a vector of location variables. The initial approach involved defining the set
of all possible solutions. The second approach utilizing a vector is more appropriate for implementation and prac-
tical application, as it directly aligns with the mathematical model. The decision on service center locating at a
location i€/ is usually modelled by a binary variable y;e {0, 1}, which takes the value of one if a center should be
located at i and it takes the value of zero in the opposite case. This way, the following expression (1) can define
the set ¥ of all feasible solutions.

Yz{ye{o,l}m 3, :p} M

In regard to the system and fair criteria, their mathematical formulations necessitate the introduction of various
novel symbols. The symbol J represents the collection of # network nodes, denoted as J= {1, 2, ..., n}, where the
system users are grouped together. It is possible for the sets / and J to be identical, and there is no issue if the
values of m and n equal. Each member j in the set J is associated with a weight coefficient ;. The value of b; can
be interpreted in various ways, such as the number of users in the system who share location j or the predicted
frequency of service demands at this node. Moreover, let the constant #; denote the time it takes to travel from the
service center at position i to the user's location j. Based on the idea of generalized disutility as described in refer-
ences [12], the system criterion assumes that a maximum of » centers placed closest to each client location can be
involved in providing the service to clients. The term g in the criterion description represents the likelihood that
the k-th nearest center is the closest one, which is currently reachable and free for service providing. The operation
mini{} retrieves the k-th minimal value from the given list of values. Concrete values of mentioned coefficients
can be found in [8, 9, 10, 11, 13]. Following these assumptions, the system criterion can be defined by (2).

fl(y):ijiqk min, {tﬁ:iel; yl:l} ()

jeJ k=1

The fair criterion (3) expresses the number of users, whose distance from the nearest located service center ex-
pressed by time exceeds the given limit 7.

£ (y):ij max{O, sign(min{tij i=1,...,my, :1}—T)} 3)

jeJ

No doubts that if a middle-sized or large instance of the associated location problem is solved, then the complete
set of feasible solution cannot be processed due to its high cardinality. Nevertheless, the original large set can be
presented by a special subset called Pareto front. It can be understood as a collection of solutions, in which the
property of so-called non-dominance holds for each pair of its elements. [6, 7]. Thus, the Pareto front is formed
by non-dominated solutions, which cannot be improved in one objective unless the other objective is worsened.
As the process of the complete Pareto front obtaining is very demanding, we focus on heuristic search of a good
approximation of the Pareto front for the bi-criterial problem. In other words, we seek for such set of non-domi-
nated solutions NDSS that could serve as a good approximation of the former Pareto front. The approximating
collection NDSS will be represented by a list of 7oNDSS solutions y!, ..., y"*¥PSS ordered according to increasing
values of f>. Here, the symbol noNDSS represents the cardinality of the NDSS set and it is assumed to be non-
negative integer. To obtain a relevant approximation, the bordering solutions y' and y"*"?SS must be determined to
be very close to the most left and the most right solutions of the Pareto front as concerns the values of f; and f>.
Under these assumptions, the quality of the approximation NDSS can be measured by 4(NDSS) computed accord-
ing to the expression (4).
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3 Parametrized Neighborhood Search Algorithm and Gradual Refine-
ment Approach

The p-location problem is formulated as a task of selection of p locations from m potential ones to minimize an
objective function.

Swap operation performed with a solution P consists in selection of two locations i € P and j ¢ P and adjusting the
solution P so that P = (P-{i})u{j}. The resulting P is further denoted by swap(P, i, j). The set of all solutions,
which can be obtained from P by exactly one swap operation, is called the neighborhood of P.

The standard swap algorithm starts with an input solution P and inspects the solutions from its neighborhood. If a
better solution P is found, then substitution P = P is performed and the neighborhood search is repeated with new
P. If no better solution is found, the swap algorithm terminates.

The determination of P can be performed according the generalized strategy depending on parameters a7ime,
maxNos and thr. The studied algorithm is described as follows.

NeighborhoodSearchAlgorithm(P, aTime, maxNos, thr)

0. Set OK = true.

1. If CPU< aTime and OK, thenset Nos =0, f =f(P),i"=0, P={ie{l,...,m},5=1},0=1{1, ..., m}-
P and continue with step 2. Otherwise return P and terminate.

2. While Nos < maxNos and OK perform the following commands for each pair (i, j), ie P,j € Q.
If A P)—fiswap(P, i, j)) > thr , then do Nos =Nos+1 and if f{swap(P, i, j)) <f*, then set f* = fiswap(P, i,
i =ij =]

3. Ifi*> 0, then substitute P = swap(P, i", j*), else set OK = false.
Continue with step 1.

This neighborhood search algorithm is used in the frame of approximation approach called the gradual refine-
ment [8, 9, 10, 13].

4 Parametrized Neighborhood Search Algorithm and Gradual Refine-
ment Approach

To avoid handmade setting of algorithm parameters, we embedded a self-learning procedure into the algorithm
approximating the Pareto front. The procedure controls the parameter setting process based on information about
previous successes or fails of the individual settings and evaluation of the last used setting in comparison with the
last but one. Information on past of the process is condensed in state component values Ej, ..., E;, where g is the
number of parameters. If £; > 0, then increasing of the parameter par; is supported and in the opposite case, the
parameter decreasing is recommended. Parameter par; is changed randomly up or down by the value of delt; de-
pending on the random trial with probability prob; in favor of increasing. Probability prob; is computed according
to (*¥¥).

prob, =0if E <—1
prob, =1if E >-1 ®)
prob. = (1+ E,)/2 otherwise

Let us consider that the last but one parameter setting denoted by par’” cave the value of f(par’") of the objective
function f. The new setting obtained as the result of random trials and associated updating gave the objective
function value f{par'®”). Then the sate value E; is updated according to (6).

£, = ak, + poien{{par™) - o) par™ - pr”) ®



Parameter « is known as parameter of forgetting and parameter £ is called intensity of learning.
The self-learning procedure performs according to following steps.
0. {Initialization of the learning process}

Set the parameters par’” at starting values and compute fipar’) and set E; =0 for i = 1, ..., ¢g. Define par'™ =
par’” and fipar™) = f(par’)
1. {State update and next parameter generating}

Update E; according to (6) and determine prob; according to (5) fori =1, ..., q. Set par" = par”’". Perform the
random trials and obtain new par"® and compute f{par').

2. {Termination rule}

If a given computational time elapses, then terminate, otherwise go to 1.

S Numerical Experiments

The goal of the numerical experiments is to verify influence of self-learning way of parameter setting on quality
or Pareto front approximation. The set parameters of the neighborhood search heuristics were aTime, maxNos and
thr mentioned is section 3 together with algorithm description. Quality of the Pareto front approximation was
evaluated by the resulting gap between area determined by the approximation and the exact Pareto front. Gap is
given in percentage, and it can be calculated by the formula (7), where 4(NDSS) stands for area determined by the
approximation and A(PF) stands for area determined by exact Pareto front.

A(NDSS)—A(PF)
A(PF)

gap =100* (7

The experiments were carried out on eight benchmarks derived from existing emergency medical aid systems in
the individual higher territorial units - HTU of the Slovak Republic. The exact Pareto fronts were presented in [6,
7] and the corresponding characteristic are reported in Table 1, where each benchmark corresponds to one row.
The first two columns denoted by m and p contain the problem size. The NoS stands for number of solutions
forming the Pareto front (PF) and the A(PF) denotes associated Area. The list of problem instances contains the
HTU of Bratislava (BA), Banska Bystrica (BB), Kosice (KE), Nitra (NR), Presov (PO), Tren¢in (TN), Trnava
(TT) and Zilina (ZA). In the used input data, all inhabited network nodes represent the set of possible candidate
locations of service centers and the possible demand locations as well.

Table 1 Benchmarks and the exact Pareto fronts characteristics

HTU | m p | NoS | A(PF)

BA 87| 14 34 569039
BB 515| 36| 229 | 1002681
KE 460 | 32| 262 | 1295594
NR 350 | 27| 106 736846
PO 664 | 32| 271 956103
N 276 | 21 98 829155
TT 249 | 18 64 814351
ZA 315] 29 97 407293

As concerns the objectives defining the location problem, the system objective is sum of expected traversing times
between demand locations and the nearest available service center. The associated r = 3 probabilities g were g1 =
0.77, g2 =0.16 and g3 = 100 - g1 - g>. Parameter T used in the fair criterion was set to the value of 10 minutes [6,
7, 13].

To make the algorithms comparable, the whole approximation process was restricted to five minutes of computa-
tion time and then, the resulting NDSS sets were compared. Because the learning process depends on results of
random trial, the computational process was run ten times and the average results were presented in Table 2.

Computational time of one gradual refinement applied on one instance was limited by 300 seconds.

4



The experiments reported in this study were performed on a common PC equipped with the Intel® Core™ i7-
3610QM CPU@2.30 GHz processor and 8 GB RAM. The algorithms were implemented in Java programming
language in the NetBeans IDE 8.2 software. The self-learning process described in section 4 was performed for
parameters oo = 0.8 and = 0.2.

We started with determination of the parameter ranges, aTime obtained its values from interval [0.01 s, 1.0 s],
maxNos took integer values from interval [1, 100] and thr ranges in interval [0, V"*]. The value of V"™ was
determined proportionally to the area of rectangle determined by bordering solutions x” and x™ of Pareto front
associated with the individual instance. The solution x” is the member of Pareto front with minimal value of the
objective function f> and x™ is the member with maximal value of the objective function f>. Then, the value V™
is determined according to (8).

= (L) = LHEOED) = £1(x)) /100 ®

The starting values of the parameters were set at center of their ranges, and increment or decrement of the pa-
rameters were 0.05, 1 and V"*/30 respectively.

In Table 2, average gaps and computational times are reported in the first two columns. The next three columns
denoted by aTime, maxNos and thr contain the resulting average values of these parameters at the end of the self-
learning process. The last three columns denoted by E[0], E[1] and E[2] contain the final values of the state compo-
nents connected with the individual parameters.

Table 2 Average results of numerical experiments

gap | CT[s] | aTime | maxNos | thr | E[0] E[1] E[2]
ZA 0,73 66,6 | 0,560 31,1 0] 0,005] -0,165 0
TT 0,00 10,7 0,405 41,2 0] 0,035] -0,610 0
N 0,73 32,8 0,325 34,5 0] -0,200] 0,455 0
PO 0,14 5243 | 0,645 60,7 0] 0,030] 0,280 0
NR 0,67 98,3 | 0,415 55,5 0f 0,085] -0,530 0
KE 1,40 | 372,7| 0,495 55,3 0] -0,135] 0,545 0
BB 031 325,6| 0,535 55,5 0f 0,075] -0,355 0
BA 2,19 0,5]| 0,420 45,6 0] 0,085] 0,200 0

It can be noticed that the self-learning algorithm achieved excellent results as concerns the accuracy of the ap-
proximation and furthermore, it offers good starting values of the parameters aZime, maxNos and thr. The posi-
tive values of thr= were excluded from the range of recommended setting.

6 Conclusions

The research conducted in this work aimed to optimize the public service system by addressing two conflicting
objectives that cannot be concurrently achieved. The Pareto front appears to provide an adequate foundation for
responsible authorities to determine the deployment of service centers in such situations. The primary scientific
objective of this work was to focus on the methodologies used for approximating the Pareto front. Due to the
multiple ways in which the set of non-dominated system designs can be formed and the sensitivity of most common
heuristics to different parameters, focus was given to the on-line learning process for determining heuristic param-
eters.

The fine-tuning of advanced optimization heuristics is a significant aspect of applying heuristics, as it ultimately
determines the success or failure of the application. The optimization of a heuristic typically involves adjusting
the heuristic parameters to certain values that guarantee the best effective execution of the heuristic. The permis-
sible values of the parameters are only known in advance in rare instances. Most of the time, they have to be
decided for every single case independently. It can be conducted by prior study in the heuristic tuning phase or
through a self-learning process that is a component of regular heuristic performance. This research examined the
application of an online learning method to adjust heuristic parameter settings. The swap heuristic was executed
within the context of the iterative refining process applied to the problem of approximating the Pareto front. The
heuristic environment ensures that the heuristic run is repeated frequently, which can lead to considerable results



in the learning process. Based on achieved results we can coclude that the scientific goal was fulfilled at a good
level of satisfaction.

Future study in the subject of bi-criteria optimization should focus on the advancement of alternative methods to
achieve accurate Pareto front approximation. Another potential study area may explore the generalization of ex-
isting approaches and their adaptation for the design of multi-objective systems.
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Almost Stochastic Dominance Analysis of Mean-Variance
Efficient Portfolios

Jana Junoval, Milo§ Kopa?

Abstract.

Stochastic dominance is a tool that allows the comparison of random variables, repre-
senting the random returns of investments under very general assumptions. However,
the generality of these assumptions can lead to situations where dominance between
two random variables does not exist, even though the majority of investors evidently
prefer one. For this reason, a relaxation of stochastic dominance called almost stochas-
tic dominance was introduced. While the definition of almost first-order stochastic
dominance is widely accepted, the definitions of almost second-order stochastic dom-
inance (ASSD) vary.

This article aims to describe the different approaches to ASSD and analyze the re-
lationships between them. Using data regarding the monthly returns of 49 industry
representative portfolios, we find the mean-variance efficient portfolios and analyze
their ASSD relationship to the minimum variance portfolio, employing and comparing
different definitions of ASSD.

Keywords: stochastic dominance, almost stochastic dominance, portfolio optimiza-
tion

JEL Classification: C44
AMS Classification: 90C15

1 Introduction

Stochastic dominance (SD) allows the comparison of random variables, which may represent unknown returns of
investments. It allows the evaluation of investment options without detailed knowledge of individual investor’s
preferences based solely on the assumption that the investor’s true utility function belongs to a specific class.
In this context, a random variable X is said to dominate a random variable Y if X has a higher expected utility
than Y for all utility functions from that class. The broadest class is composed of all non-decreasing utility
functions, corresponding to first-order stochastic dominance (FSD), a concept introduced by Quirk and Saposnik
(1962). Second-order stochastic dominance (SSD), originally studied in Hadar and Russell (1969), Hanoch and
Levy (1969), Rothschild and Stiglitz (1970), and Rothschild and Stiglitz (1971), further assumes that investors are
risk-averse. The corresponding class of utility functions includes all non-decreasing concave functions. Stochastic
dominance is widely studied to this day, such as in Dominguez et al. (2021); Kopa et al. (2021); Vitali and Moriggia
(2021); Kopa et al. (2024).

Leshno and Levy (2002) described that the classes of utility functions considered for both described orders of
stochastic dominance might be unnecessarily wide, possibly making the stochastic rules too strict. They introduced
almost stochastic dominance (ASD), which is based on narrower sets of utility functions. How much the set is
narrowed or how much the SD is relaxed is described by a tolerance parameter £. To achieve certain desired
properties, further definitions of the almost second-order stochastic dominance (ASSD) were introduced in Tzeng
et al. (2012) and Chang et al. (2019). A different approach to relax the SD rules called tractable almost stochastic
dominance, was introduced in Lizyayev and Ruszczyniski (2012).

Another way to study investments is the mean-risk analysis. Markowitz (1952) and Markowitz (1959) introduced
portfolio optimization problems with respect to mean and variance. Malavasi et al. (2021) analyze the relationships
between mean-variance and SSD optimality. We expand it by considering the almost second-order stochastic
dominance. We analyze the size of tolerance parameters necessary to achieve ASSD for portfolios with different
means and variances. We do this considering all of the above-stated approaches to ASSD.

The structure of this work is the following. We briefly introduce stochastic dominance and its properties in Section
2. Section 3 presents four different definitions of almost second-order stochastic dominance, and some of their

1 Charles University/Faculty of Mathematics and Physics, Department of Probability and Mathematical Statistics, Sokolovskd 49/83, 186 75
Praha 8, junova@karlin.mff.cuni.cz

2 Charles University/Faculty of Mathematics and Physics, Department of Probability and Mathematical Statistics, Sokolovska 49/83, 186 75
Praha 8, kopa@karlin.mff.cuni.cz



properties. The empirical analysis of mean-variance efficient portfolios and their almost stochastic dominance
relationships to the minimum variance portfolio is performed in Section 4. Section 5 summarizes the conclusions.

2 Stochastic dominance

Throughout this work, we consider random variables X and Y with the support in [a, b]. The distribution function
of X will be denoted by F and the distribution function of ¥ by G. The first- and the second-order stochastic
dominance is defined as follows.

Definition 1. X dominates Y by the first-order stochastic dominance (X =1 Y) if F(x) < G(x) forallx € [a, b].
Define the integrated distribution functions F?) (x) = fa Y F(t)dt and G® (x) = fa ¥ G(1)dt. Then X dominates Y
by the second-order stochastic dominance (X =(3) Y) if F? (x) < G®(x) forall x € [a, b].

It is well known and proved, for example, in Levy (2006) that stochastic dominance has the following properties.

Proposition 1. (i) X =) Y (X =2y Y) ifand only if Eu(X) > Eu(Y) for all utility functions u € Uy (U) where
U={u:R->Ru >0}andU, ={u:R—->R,u’ >0u’ <0}

(i) X=(h Y = X =) .

Analogical properties are also desirable in the case of almost stochastic dominance, as will be discussed later.

3 Almost stochastic dominance

Denote || F -G ||= /a b | F(¢t) — G(t) | dt. Almost stochastic dominance was first introduced in Leshno and Levy
(2002) and their definition of almost first-order and almost second-order SD is the following.

Definition 2. For ¢ € (0,0.5), we say that:

(i) X dominates Y by e-Almost FSD (X = (51) Y)if

/ F(t)-G(t)dt <e||F-G ||,
Si
where

Si={te[a,b]:Gt) < F(1)}.

(ii) X dominates Y by e-Almost SSD (X tfz) Y)if

/ Fit)-Gt)dt<e||F-G ||,
S>

where . .
S,={teS;: / G(x)dx < / F(x)dx},and E(X) > E(Y).

a

We will denote the above-defined almost stochastic dominance as AFSDM- and ASSD.

Analogous properties to those described in Proposition 1 are also desired in the case of almost stochastic dominance.
Following Guo et al. (2013), we call them expected utility maximization and hierarchy property.

Definition 3 (Expected utility maximization). The AFSD (resp. ASSD) relationship X tfl) Y (resp. X = fz) Y)
satisfies the expected utility maximization property if

Eu(X) > Eu(Y) Yu € Ui (&)(resp. U, (¢))

where |
Ui(e) = {u elU;:u'(x) < inf {u(y)} [— -1
yela,b] &

,Vx € [a,b]}

and

Uj(e)={ueUy:—u"(x) < inf {-u"(y)} [l —1|Vx € [a, b]}.
yela,b] &




Definition 4 (Hierarchy). The AFSD and ASSD (X t(‘gl) Y and X t(‘gz) Y) relationship satisfies the hierarchy
property if

X =7 Y:}th2

) Y.

)

Unlike the definition of AFSDM, the definition of ASSD™ was modified several times to find one that satisfies
the hierarchy property, as well as the expected utility maximization property.

Tzeng et al. (2012) presented an example that shows that the ASSDM- does not satisfy the expected utility
maximization property and suggested the following definition, which we will call ASSD™. Denote || F? -G ?) ||=

JPIFD (1) -6 ) | ar.

Definition 5. X dominates Y by e-ASSD™* (X t(az’)T Ly)if

/ FO)-GPnydr<e|| F? -G |,
S

where

S, ={t € [a,b] :/IG(x)dx < /tF(x)dx}.

a a

However, Guo et al. (2013) showed that the ASSD™ does not satisfy the hierarchy property, i.e. AFSDM' =
ASSD™.

A further modification of the definition of ASSD was introduced in Chang et al. (2019). They argue that it satisfies
both the hierarchy and the expected utility maximization properties. However, it is also the most complicated one.
We denote it ASSDP,

Definition 6. X dominates Y by £-ASSDP (X zgf hyyif

/F(t)—G(t)dtga(/ F(t)—G(t)dt+‘/7G(t)—F(t)dt),

S> S S>
where

S, ={t € [a, b] :/tG(x)dx > /tF(x)dx}.

a a

In addition to the three above-described approaches to ASD, there is also a completely different one, which was
introduced in Lizyayev and Ruszczyriski (2012) and is called tractable almost stochastic dominance. It is also
a relaxation of stochastic dominance. However, the main motivation for this definition was the tractability of
portfolio optimization problems with ASD constraints.

Definition 7. A random variable X e-almost dominates a random variable ¥ by £-AnSD'R (X tfr;)L Ry ) if there
exists a non-negative random variable Z suchthat EZ < gand X + Z =) Y.

Junovd and Kopa (2024) proved that the minimum necessary & for ASSDR is equal to the general measure of
second-order stochastic non-dominance using the first-order Wasserstein distance GND% and showed how it can
be computed. This result was used for the computations in the empirical part.

4 Empirical results

We use data capturing monthly returns of 49 industry representative portfolios from the Fama/French data library.
The data set spans from January 1970 until December 2023. We construct 21 mean-variance efficient portfolios.
We denote their return Ry, . . . Ry (the higher the index, the higher the mean return). A portfolio with minimum
variance and returns Ry is used as a benchmark. The remaining portfolios have higher means and variance. The
average monthly mean return of the benchmark is 0.93 percent, and the average monthly return of Ry is 1.35
percent. The required returns of the remaining portfolios are spread equidistantly in-between.

None of the returns of the 20 mean-variance efficient portfolios, Ry, ..., Ry, dominates the benchmark Ry with
respect to SSD. Nevertheless, they dominate it by any of the described ASSD for a sufficiently large tolerance
parameter . We compute the minimum necessary €’s for R; to dominate Ry with respect to each type of ASSD.
To do so, we use a numerical technique for computation of the integrals.



The results are presented in Table 1 where the minimum tolerance parameter needed to dominate Ry by each of the
considered types of ASSD1 is shown. The &’s, which were the lowest according to each definition, are highlighted
in bold.

LL Tz Ch LR

Ry 003 001 0.073 0.004
R, 0.024 0.009 0.043 0.009
R; 0.02 0.007 0.031 0.012
Ry 0.032 0.01 0.045 0.019
Rs 0.04 0.017 0.051 0.031
R¢ 0.08 0.027 0.095 0.051
R; 0.139 0.058 0.162 0.172
Rg 0.168 0.098 0.202 0.307
Ro 0.189 0.14 0.233 0.466
Rip 0205 0.176 0.257 0.637
Ry;p 0.223 0219 0.288 0.867
R 0243 0262 0321 1.14

Riz 026 0303 0352 1.439
Ris 0276 0338 0381 1.764
Ris 029 0365 0409 2.126
Ris 0303 0.392 0435 2.536
Rz 0315 0415 046  2.987
Rig 0327 0437 0485 3.502
Rig 0345 0497 0528 4.416
Ry 0.398 0497 0.66  8.048

Table 1 Comparison of minimal £’s necessary for R; to dominate Ry with respect to each type of ASSD.

Figure 1 is based on the numbers presented in Table 1 and provides a better perspective of how the minimum
necessary £’s evolved as the required mean of the mean-variance efficient portfolios increased.

In the case of the first three approaches presented here, the minimum necessary & is a ratio of the amount
of violation of SSD (which is measured in different ways) and the overall difference of the distributions (also
measured in different ways). Both the numerator and denominator are very low numbers in this empirical study.
Unlike the other approaches, ASSDIR accounts only for the amount of violation of SSD (measured in another way).
It is not divided by the very low number representing the overall difference in distributions, so the necessary &’s
are much lower - the values are approximately 10 000 times lower for portfolios with low mean and low variance,
and approximately 100 times lower for portfolios with high mean and high variance.

We can see from both Table 1 and Figure 1 that according to ASSD'™R, the tolerance parameter £ monotonically
increases as the mean and variance increase, indicating increasing violation of SSD rules. On the other hand,
according to the first three presented approaches by Leshno and Levy (2002), Tzeng et al. (2012) and Chang et al.
(2019), the lowest tolerance parameter is not actually achieved for the portfolio with the lowest mean and variance
but for Rz, which has slightly higher mean and variance. The greater violation of SSD rules is compensated for
by the overall greater difference between the distributions of the benchmark and R3;. The minimum tolerance
parameter then monotonically increases with increasing mean and variance of the returns of the portfolios in all
of these three approaches. However, the slope of the increase differed between them. It can be seen in Figure 1
that the lines representing minimum necessary &’s for ASSD'- and ASSD™ even intersect. The &’s necessary for
ASSD®" are the greatest of these three in all cases

5 Conclusion

‘We have described four different approaches to ASSD and used them to analyze how far the returns of mean-variance
efficient portfolios are from dominating the returns of benchmark (minimum variance portfolio) by SSD.

1 The values of & were multiplied by 1000 in case of ASSDIR to be comparable to other kinds of ASSD.
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Figure 1 Minimum & necessary in the compared types of ASSD.

ASSD™ and ASSD®" compute the violation of SSD in the same way using the set S,, and they both compare it to
the overall difference in distribution functions, which they however measure differently. While ASSD™ computes it
by integrating the absolute value of the difference in the distribution functions, ASSD" computes it by integrating
the difference (not the absolute value) over two different sets. As a result, the overall difference measured by the
approach of Chang et al. (2019) can be smaller, resulting in the need for greater &’s to achieve ASSD". This can
be seen also in the results of our empirical study. The violation area in case of ASSD™” is computed using a wider
set Sy (S5 € S»). They compute the size of the violation and the size of the overall difference using the integrated
distribution functions. ASSDM® accounts only for the violation of SSD by considering a non-negative random
variable Z, whose addition to the originally considered random variable leads to domination of the benchmark by
SSD.

Considering these definitions, we computed the lowest tolerance parameter ¢ that is necessary for each of the
considered mean-variance optimal portfolios and each of these approaches to ASSD to almost dominate the
benchmark. We showed that according to the approach by Lizyayev and Ruszczyniski (2012), the necessary
tolerance parameter increases as the variance increases, which complies to our expectations - the distribution of
R is closest to the distribution of the benchmark Ry. On the other hand, in the remaining three approaches, the
lowest necessary tolerance parameters were achieved for the portfolio with slightly higher variance and mean.
They account not only for the violation of SSD but also for the overall difference in distributions, showing that the
greater absolute violation of SSD can be compensated for by the greater mean.

These findings could be further extended to the case of higher orders of almost stochastic dominance (Tzeng et al.
(2012); Tsetlin et al. (2015); Chang et al. (2019)) or coherent risk measures used instead of variance (Artzner
et al. (1999)). Moreover, the principles of almost stochastic dominance could be applied to multistage stochastic
decision-making (Vitali et al. (2017)). Finally, these techniques could be employed even in the presence of
endogenous randomness (Kopa and Rusy (2021, 2023)).
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A Comparative Analysis of SVAR and Traditional Filtering
Methods in Output Gap Estimation

Dominik Kaviik!

Abstract. The Taylor curve, illustrating the trade-off between inflation variability and
output gap fluctuations, is pivotal in shaping monetary policy decisions. Traditional
analyses often utilize the Hodrick-Prescott filter to estimate the output gap, which may
introduce distortions affecting policy interpretation. This paper proposes an alternative
approach by employing the Structural Vector Autoregression (SVAR) model to filter
the output gap and compares its effectiveness against standard methods like Hodrick-
Prescott filter. This comparative analysis aims to uncover how different filtration
methods influence the stability and accuracy of the Taylor curve estimates. The results
suggest that the choice of filtering technique not only significantly alters the perceived
efficacy of monetary policy but also necessitates a reassessment of methodological
preferences in macroeconomic analysis. This study underscores the importance of
selecting robust filtering tools in the empirical evaluation of key macroeconomic
relationships.

Keywords: monetary policy, output gap, Taylor curve

JEL Classification: E31, E51, C13
AMS Classification: 91B62

1 Introduction

The Taylor curve, introduced by John B. Taylor (1979), illustrates the inverse relationship between the volatilities
of the output gap and inflation, reflecting the efficiency of central bank monetary policy aimed at minimizing
welfare loss. For an optimal monetary policy, this relationship would manifest as a negative correlation between
these variances, serving as an indicator of sound policy (Olson et al., 2012). Understanding the significance of
accurately estimating the output gap, this paper delves into various methodologies for this purpose.

Common methods traditionally employed include the Hodrick-Prescott (HP) filter, which has been widely used
despite its controversial aspects, such as end-point bias and spurious cycles (Hamilton, 2018). Known for its
atheoretical nature—lacking integration with macroeconomic theory—the HP filter has prompted the exploration
of alternative methods such as band-pass filters like Christiano-Fitzgerald (CF) filter (Christiano & Fitzgerald,
2003), which target business cycle frequencies and provide a theoretically grounded approach.

Diving deeper into more robust methods, the structural vector autoregressive (SVAR) model with Blanchard-
Quah decomposition is used to estimate the output gap. Offering a sophisticated technique within the SVAR
framework, the Blanchard-Quah decomposition identifies structural shocks by imposing long-run restrictions
based on economic theory. Understanding that demand shocks have no long-term effect on output levels, while
supply shocks do, this methodology separates transitory components from permanent ones, providing a clearer
picture of the output gap.

Critical to this analysis is the comparative evaluation of these methods. Extending this comparison will enhance
the robustness of output gap estimation and improve the interpretability of monetary policy assessments.

2 Methodology

The goal of this study is to see the different implication of the monetary policy assessment using filtering methods
for output gap that rely not only on statistical filtering but on economic theory. For this, the SVAR model is used,
e.g. in [7] or [14], to obtain the output gap measure.

The primitive system assumed in this analysis is SVAR(1) of unemployment and output, as follows:

E"’l )

62,15

Ay;
U

Ur-1
Yi-1

A +

l=a+¢
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where €, ~ i.i.d. (0, 0'3) and e, ~ iid. (0, O'yz) are the pure innovations. By this structure, it is possible to
account for a feedback or contemporaneous effect of the unemployment shock to GDP and vice versa. Matrix

€1
A= ’

1 1 0
an s @o.1 , ¢ are the structural parameters and o~ i.i.d(0,Z¢), where £, = is the
ay 1 0,2, e, 0 1

variance-covariance matrix. Following [2], if #, and Ay, do not have a unit-root, it is possible to rewrite the
reduced form of (1), which is:

A
YVt +
Uy

Vot

_ e + 1 Pl |ui—1 Vit 7 )
(& b5 Pl |Vi-1

into VMA (o0), that allows to place a long-run restriction on of the demand-side shock €1, .

Ay;

U

=u+z@i6z—i, S
=0

0 6@

021(i)  O2(i)
not affect the real GDP in the long-run. The output gap is then obtained by using estimated matrix A as follows:

where the long-run restriciton is implemented as Y, ©; =

l, meaning that a demand shock does

¥ =yo+ 272 €2,:—i- The resulting output gap is shown in the following chapter.

Since the goal of this study is to assess the impact of usage of theoretical SVAR model on the Time varying
parameter (TVP) model result, such as the one in [17] or [12] the HP-filtered output gap will be estimated using
the following formula based on [9] assuming it is possible to decompose real GDP into growth (g;) and cycle
(cy) with a smoothing parameter A, which is set to 1600. This filter solves the follwing minimization problem:
min { 37, 2 +AX] [Ag — Agi-1]?}.

Given that BQ output gap is available, next the conditional volatility of inflation and output gap for both filters
are estimated. Inflation is additionally tested for unit root test robust towards breakpoint using zivot-andrews
unit root test [20]. The conditional volatiltiy is estimated in two steps, first the mean equation is estimated
by ARIMA(p,d,q) model with orders chosen by Bayesian information criterion (BIC). The residuals are then
passed into GARCH model to obtain conditional volatility of inflation and both measures of output gap, using
Blanchard-Quah decomposition and HP filter.

The estimated variances then enter the time-varying parameter (TVP) model to empirically test the time-varying
Taylor Curve relationship. The TVP model defined as follows:

hrt=Po,:+P1,chy: +u; “)
B = 1B, + v ()

where v, "X N(0,0%0),, h xt- Ny, are the conditional volatilities of inflation and output gap, respectively, and
the evolution of 5] ; is of particular interest because it measures the direction of a relationship between the output
gap variance and inflation variance.

3 Data

Time series data of the real GDP, unemployment and Consumer Price Index (CPI) of the United Kingdom come
from the FRED database. It is quarterly frequency and inflation and the output gap. The data set used in this study
ranges from the first quarter of 1981 through the third quarter of 2018. The output gap is obtained using BQ SVAR
model described above. For the resulting estimate of the output gap of United Kingdom, see the figure below.
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Figure 1 BQ output gap of United kingdom.

Time series of inflation was tested for a unit root in the presence of a structural break using Zivot-Andrews [20]
unit root test. The null hypothesis of a unit root was rejected on the 5% level of significance.

4 Results and Discussion

First, the estimated conditional volatilites of both output gaps are plotted below.

Figure 2 Comparison of conditional volatility of BQ output gap (above) and HP filtered output gap (below).

The model with time-varying parameters, presented in equations 4 and 5, is estimated via the Kalman filter as
described by [11]. This study primarily focuses on the time-varying parameter 3 ; because its absolute value has
significant implications for the effectiveness of monetary policy. A negative 3 suggests a trade-off relationship,
implying monetary policy efficiency according to the Taylor curve theory [19]. This theory has been applied for
this purpose in studies such as [17, 13, 4], and is also examined from a historical perspective in [16]. Therefore,
B1,: 1s crucial for evaluating the sensitivity of Taylor curve estimations. The following figure depicts the estimated
trajectory of this parameter 31 ; as specified in equation 4.

The analysis of the time-varying parameter 1 from the Taylor curve estimations for the UK provides insights
into the effectiveness of monetary policy over various periods, using both the Blanchard-Quah (BQ) and Hodrick-
Prescott (HP) filters to estimate the output gap. A negative 3; indicates effective monetary policy, suggesting a
beneficial trade-off between inflation volatility and output gap variability, while a positive §; implies inefficiency.
From 1985 Q1 to 1987 Q2, both filters consistently showed negative 8, values, reflecting effective monetary policy
during a period of economic recovery following the early 1980s recession.
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Figure 3 Time-varying parameter beta 1 obtained for both BQ SVAR output gap (red line) and HP filter output
gap (blue line).

However, from late 1987 to 1988 Q4, there was notable divergence, with the BQ decomposition showing positive
B1 values, likely due to the economic impacts of the 1987 stock market crash. This crash, known as "Black
Monday," occurred on October 19, 1987, and led to a sudden and severe global market decline, which significantly
affected investor confidence and economic stability in the UK and worldwide [18]. The filters’ differing responses
to this shock highlight the sensitivity of monetary policy assessments to sudden economic disruptions. During
the early 1990s recession (1990 Q1 - 1993 Q2), both filters again indicated policy effectiveness with negative S,
values, aligning with the tight monetary policy measures of that time [10]. In contrast, the late 1990s (1997 Q1
- 2000 Q4) saw mostly negative 81 values from the HP filter, suggesting continued policy efficiency, while the
BQ decomposition occasionally showed positive values. This period was characterized by economic stability and
growth [15].

Post-2008 financial crisis data (2008 Q1 - 2010 Q4) revealed divergence, with the BQ decomposition showing
positive S, indicating inefficiencies in the face of severe economic disruptions. Finally, the recovery period from
2011 Q1 to 2019 Q3 saw both filters mostly yielding positive 8; values, reflecting the challenges of managing
the trade-off between inflation and output gap during a time of sustained low interest rates and unconventional
monetary policies [3].

5 Conclusion

This study investigated the impact of different output gap filtration techniques on the estimation of the Taylor
curve within a time-varying parameter model framework. By comparing the Hodrick-Prescott (HP) filter, and the
Blanchard-Quah (BQ) decomposition, it was found that the choice of filtration method significantly influences the
perceived effectiveness of monetary policy as measured by the Taylor curve.

The results indicate that while the HP filter has been traditionally favored for its simplicity, it suffers from several
drawbacks, including potential end-point bias and lack of theoretical grounding. The BQ decomposition offer more
theoretically robust alternatives that better align with economic theory and business cycle considerations. The BQ
decomposition, in particular, provides a clearer distinction between temporary and permanent components of the
output gap, which can lead to a more accurate assessment of monetary policy.

The analysis showed that the time-varying parameter 5; ,, which indicates the relationship between the variances
of inflation and the output gap, varied significantly depending on the filter used. The HP filter tended to show a
more stable policy environment, while the BQ decomposition highlighted periods of policy inefficiency, especially
during economic disruptions like the 1987 stock market crash and the 2008 financial crisis. This suggests that
relying solely on a single filtering method may provide an incomplete picture of monetary policy effectiveness.

Overall, the findings highlight the importance of selecting an appropriate filtering technique for output gap
estimation. Using multiple methods can offer a more comprehensive understanding of the macroeconomic dynamics
and the impact of monetary policy. Future research should continue to explore the implications of different filtering



techniques to enhance the robustness and reliability of economic policy evaluations perhaps using simulations
methods by generating counterfactuals using macroecnomic models.
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Sentiment analysis in press releases about the Czech economy

by institutional stakeholders
Nikola Kaspiikova!

Abstract. The paper provides a natural language processing analysis based on press
releases of three established institutional stakeholders in Czech economy who are tra-
ditionally getting coverage in Czech media. The press releases by the Czech Chamber
of Commerce, Czech-Moravian Confederation of Trade Unions and by the Confed-
eration of Industry of the Czech Republic are analysed in this paper. The aim of the
paper is to learn what is the sentiment polarity in recent press releases of these insti-
tutions and if there is a major difference in sentiment between the institutions. The
results of basic analysis and polarity sentiment scores are reported.

The results of a dictionary based sentiment analysis show that all three institutions
produced documents of mixed polarity within the period selected for the analysis.
Most documents have positive sentiment polarity, but there were documents with
negative polarity too. The Czech-Moravian Confederation of Trade Unions produced
press releases with the lowest mean polarity score, but there is no major difference
in sentiment polarity score in documents with respect to the institution which has
produced them.

Keywords: text mining, sentiment analysis, polarity score, Czech economy

JEL Classification: E60
AMS Classification: 91C99

1 Introduction

There are man stakeholders in the Czech economy, some of them are organized in institutions. There is a cou-
ple of well-established institutional stakeholders in the Czech economy. These are regularly getting coverage in
the Czech media. The traditional institutional stakeholders in the Czech Republic include the Czech Chamber of
Commerce (in Czech Hospodarskd komora), Czech-Moravian Confederation of Trade Unions (in Czech Cesko-
moravska konfederace odborovych svazti) and the Confederation of Industry of the Czech Republic (in Czech
Svaz primyslu Ceské Republiky).

The attitudes, goals and requirements of the stakeholders may be reflected in the communication of the represen-
tatives of these institutions. The aim of the research reported in this paper is to learn what is the sentiment polarity
in recent communication of these institutions and if there is a major difference in the sentiment in communication
of the institutions.

The press releases of the institution may provide a valuable source for the analysis of goals and attitudes of the
subject. The tools for natural language processing (NLP) may serve for a quick automated, maybe even unbiased,
formal analysis. The NLP methods include tools which may be used for automated keywords detection, sentiment
polarity evaluation (to find out whether the text is positive of negative) or for the identification of the topics which
are behind the documents. The NLP methods have been used many times in research in social sciences, see e. g.
(DiMaggio et al, 2013) or (Fowobaje et al, 2022). For a detailed description of the methods used to analyse text
see (Jurafsky and Martin, 2023), (Blei et al, 2003) and (Griin and Hornik, 2011).

The paper provides a natural language processing analysis based on recent press releases of major institutional
stakeholders in Czech economy. The press releases by the Czech Chamber of Commerce, Czech-Moravian Con-
federation of Trade Unions and by the Confederation of Industry of the Czech Republic are analyzed in this paper.
The results of basic analysis and polarity sentiment scores are reported.

The choice of the institutions to be included in the analysis has been driven by long enough history, so that
established institutions are included. Another requirement was an economy-wide operation of the institution and
sufficient coverage in the Czech media. The aim of the paper is to analyze recent communication, related to the
same set of events, within rather short period. At the same time reasonably large collection of documents has to
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be collected. The collection of the documents has been produced using manual retrieval, no automated tools have
been used. Six most recent press releases by the Czech Chamber of Commerce and ten most recent press releases
by the Confederation of Industry of the Czech Republic released in March and April 2023 are included in the
analysis. The Czech-Moravian Confederation of Trade Unions publishes its statements often in forms of videos,
such are not included in this analysis. The five most recent press releases of the Czech-Moravian Confederation
of Trade Unions published in the text form in April 2023 or earlier are included in the collection of documents for
the analysis, this includes four documents published between January and April 2023 and one document published
even in 2022. The complete collection of documents for the analysis consists of 21 documents obtained from the
websites of the institutions of interest.

2 Most frequent nouns and co-occurrences

The most frequent nouns (lemmas) are shown in Table 1 in descending order for each of the sources

Trade Unions Confederation of Industry Chamber of Commerce
mzda (wage) firma (company) komora (chamber)
vlada (government) prumysl (industry) rok (year)
rok (year) svaz (confederation) firma (company)
zaméstnanec (employee) doprava (transport) zaméstnanec (employee)
inflace (inflation) spolupréce (cooperation) podnikatel (entrepreneur)
svaz (confederation) navrh (proposal) zemé (country)
préce (labour) rok (year) republika (republic)
energie (energy) mise (mission) prace (labour)
¢lovék (man) snémovna (chamber of deputies) stat (state)
zvyseni (increase) partner (partner) pramysl (industry)

Table 1 Most frequent nouns (descending) by source

The co-occurrences of words, i. e. if a word is closely followed by another one in the text, may be even more
informative then the frequencies of single words (or lemmas).

Trade Unions Confederation of Industry  Chamber of Commerce
minimum wage Confederation of Industry Chamber of Commerce
trade union industry transport Czech Republic
real wage Chamber of Deputies Czech economy
challenge the government Czech company vicepresident chamber
Czech Republic president confederation Environment
pension reform president industry data box
real decline Taiwan partner president chamber

Table 2 Most frequent co-occurrences nouns, verbs and adjectives (descending) by source

Some co-occurrences in Table 2 reflect actual topics such as data box or Taiwan partner. The term Environment (in
Czech a co-occurrence "Zivotni prostiedi") is interesting too. The co-occurrences found in the documents released
by the Czech-Moravian Confederation of Trade Unions are visualized in Figure 1.

3 Sentiment polarity analysis

The sentiment analysis has been done using the udpipe (Wijffels, 2023) package for R statistical software (R
Foundation for Statistical Computing, 2024). The Czech SubLex dictionary (Veselovskd and Bojar, 2013) was
used for the sentiment analysis.

All three institutions have produced both documents with positive sentiment polarity score and documents with
negative polarity score, see Table 3 and Figure 2. The distribution of the sentiment polarity score does not seem
much different, see also the plot of the probability density estimates for the sentiment polarity score by source in



polarity

vlada

dalsi
pokles vyzyvat republika
redlny ceshy
mzda rok
mininalni .. pfisti
plat zvyseni
vefejny
finance refarma
Groven dichodovy
Zivalni
néklad
odoorovy
konfederace

Figure 1 Co-occurrences in Trade Unions press releases
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Figure 3. The similarity of sentiment by source of documents may be a little surprising, considering the different
topics of the communication, reflected in the most frequent terms used, see Table 1, Table 2 and Figure 1. The
Czech-Moravian Confederation of Trade Unions press releases have the lowest mean sentiment polarity score,
but overall the communication of this institution still has mostly positive polarity score, even if the messages are
referring to terms such as inflation or further decline of real wages. This suggest that the institution presents mostly

just a mild level of criticism of the government steps.

Source Minimum Median Mean Maximum
Confederation of Industry -1 3.5 4.5 11
Chamber of Commerce -10 2 2.4 11
Trade Union -9 4 1.8 11

Table 3 Sentiment polarity score statistic by source
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Figure 3 Probability density estimate for document sentiment polarity score by source of document

4 Conclusion

The results of a dictionary based sentiment analysis show that all three institutional stakeholders produced docu-
ments of mixed polarity within the period selected for the analysis. Most documents have positive sentiment
polarity, but there were documents with negative polarity too. There is no clear difference in sentiment pola-
rity score in documents with respect to the institution which has produced them. This result is a little surprising
considering the results of frequency analysis of words and co-occurrences in the documents. The results of fre-
quency analysis suggest that the core topics of communication of the Czech-Moravian Confederation of Trade
Unions include labour and the remuneration for it, accompanied by the government and inflation. On the contrary
the Confederation of Industry of the Czech Republic often reports on the companies and their cooperation with
partners in its communication. The Czech Chamber of Commerce seems being the most general in the commu-
nication, referring to companies, employees, labour, industry and state. Nevertheless there have not been major
differences between the three institutional stakeholders in the sentiment polarity scores, all three institutions have



at least slightly positive mean polarity score. None of the institutions seems to produce clearly negative views on
the current state of the Czech economy or present a sharp criticism of the government.

A detailed topic analysis may reveal more details about the documents and about possible differences in communi-
cation of the three institutions. It could be also beneficial to include the video press releases by the Czech-Moravian
Confederation of Trade Unions in the analysis, after converting the video messages to text.
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A Panel Analysis of the Economic Determinants of Military
Spending
Michael Kejmar?, Jiti Neubauer?, Jakub Odehnal®

Abstract. The development of military spending in NATO countries is characterized
by an increase in military spending caused mainly by the changing security situation
in Europe. The security situation and the economic environment are considered as
factors (determinants) influencing the size of military spending. The aim of the article
is to present the possible use of the dynamic panel data model (GMM) to identify
military spending determinants of selected NATO countries. To analyze the
determinants of military spending of 23 countries, the following economic variables
describing the economic, fiscal development of a country were selected: the size of
government expenditures, the size of the government budget surplus (deficit), the size
of the country's indebtedness, the economic development measured by GDP, and the
size of government revenues. The results of the dynamic panel data model confirm
the positive effect of government expenditures, GDP on military spending and
negative effect of government debt on military spending. The results of the model
confirm the expected hypotheses about the impact of selected economic variables on
the military spending of 23 NATO countries in the period 1998-2022.

Keywords: GMM model, Economic Determinants, Military Spending
JEL Classification: C33, E69
AMS Classification: 62J05

1 Introduction

NATO military spending is one of the parts of public finances with turbulent developments nowadays. The
economic environment can be observed as one of the significant factors influencing the size of military spending.
Within NATO, the ambition of member countries is to spend at least 2% of gross domestic product on defense,
which for a long period of time has been an unachievable target for most Alliance countries. The change in the
perception of its own security can be observed mainly as a result of the NATO Summit in Wales in 2014. In the
current period, a significant increase can be observed in military spending, especially by European countries. From
an economic point of view, these countries can be characterized as suffering from a state budget deficit with
increasing debt. This paper presents an analysis of the economic determinants of military spending. To analyze
the link between the size of a country's military spending and its economic and fiscal characteristics, the following
variables were selected: the size of government expenditures, the size of the government budget surplus (deficit),
the size of the country's indebtedness, the economic development measured by GDP, and the size of government
revenues.

2 Fiscal Determinants of Military Spending

The author (Nikolaidou, 2008) analyses the determinants of military spending in the form of economic, political
and military factors on the examples of 15 European economies (Austria, Belgium, Denmark, Finland, France,
Germany, Greece, Ireland, Italy, Luxembourg, Portugal, Spain, Sweden, the Netherlands and the United Kingdom)
in the period 1961 to 2005. The estimated ARDL model is based on an analysis of the link between military
expenditures and selected variables including: GDP, population size, government expenditure size, trade balance,
aggregate military expenditure size of European NATO member countries, US military expenditure, Greek
military expenditure and Turkish military expenditure. In terms of the economic determinants analyzed, the
findings confirm the positive impact of GDP on the size of military expenditure in the case of Greece, Portugal,
the Netherlands, the United Kingdom, Italy, Spain and Austria. The relationship between military spending and
debt size has been analyzed by the authors (Khan et al., 2021) who identify the conclusion that an increase in
military spending leads to an increase in external debt for the 35 economies analyzed. Similarly, the authors
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selected European Union countries over the period 2005 to 2019. The results of the model did not reveal a
consensus in the conclusions about the existence of a link between the analyzed variables, where in the case of
Luxembourg, Latvia and Denmark the link was not confirmed, in the case of Lithuania, Slovenia and Slovakia a
negative relationship was revealed, i.e. that at the same time as military spending increased, indebtedness
decreased, and only in the case of Estonia the authors revealed a positive relationship between the size of military
spending and indebtedness. Economic determinants as a factory influencing the size of military spending have
been further investigated by authors such as (Dedebek and Merig, 2015; Ozsoy, 2008; Eita and Mbazima, 2008;
liyambo and Kaulihowa, 2020; Odehnal and Neubauer, 2020). The economic variables used in each study are

shown in Table 1.

authors

economic determinants

Nikolaidou, 2008

Khan et al., 2019
Dudzeviciute, 2021
Dedebek and Merig, 2015
Ozsoy, 2008

Eita a Mbazima, 2008

GDP, size of government spending, balance of payments, population

external debt, GDP growth rate

debt
government revenue, government expenditure, external debt

non-military government expenditure, government budget deficit

government revenue

government revenue, debt
risk of Budget Balance, risk of Foreign Debt, risk of Inflation, risk of
GDP per Capita, risk of GDP Growth

liyambo and Kaulihowa, 2020
Odehnal and Neubauer, 2020

Table1l Economic determinants of military spending

3 Data and Methods

To analyze the relationship between the size of military spending of 23 NATO countries (Czech Republic,
Slovakia, Hungary, Poland, Germany, France, Belgium, Denmark, Netherlands, Luxembourg, Norway, Finland,
Lithuania, Latvia, Estonia, Greece, Croatia, Bulgaria, Romania, Slovenia, Italy, Spain and Portugal) and economic
determinants (the size of government expenditures, the size of the government budget surplus (deficit), the size of
the country's indebtedness, the economic development measured by GDP, and the size of government revenues)
were selected variables from the SIPRI database (military spending, billions Euro, constant prices) and the Eurostat
database (economic variables, billions Euro). The development of the average values of military spending of the
countries analyzed between 1998 and 2022 is shown in Figure 1.
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Figure 1 Average military spending selected NATO countries



The evolution of the average military spending of the selected NATO countries shows a significant increase in
military spending after 2014, mainly due to the change in the security environment manifested by a significant
increase in military spending, especially in European countries (Poland, Lithuania, Latvia, Estonia). However, the
increasing trend is evident in most of the NATO countries with the goal of achieving a political consensus to spend
at least 2 percent of the country's gross domestic product on defense. At the same time, the figure shows the effect
of the economic crisis resulting in a significant drop in military spending after 2009. Thus, the development of a
country's GDP was as one of the economic determinants of military spending by the alliance countries. In general,
an increase in military expenditures can be expected in periods of economic growth, accompanied by increased in
government revenues. In terms of fiscal determinants, a decline in military expenditures can be expected,
especially during periods of increasing government deficits and economic indebtedness. However, in terms of the
current evolution of military expenditure in NATO countries, it should be emphasized that its current evolution is
mainly influenced by the change in the security environment, which is a different situation compared to, for
example, the post-2009 period, when military spending was mainly influenced by the evolution of the economic
environment.

For the purpose of analyzing the economic determinants of military spending, we use a dynamic model for panel
data. A basic dynamic linear panel data model can be written in the form

Yie = PYVie-1+ B Xie + 1 + &, 1)

where i = 1,2, ..., n is the individual index (group, country, ... ), t = 1,2, ..., T is the time index and ¢;; is an error
term, X;; isa k x 1 vector of regressors, ;. is a k x 1 vector of parameters. The model is first differenced to get
rid of the individual effect. First differencing (1) yields

Ay = pAdyii 1 + B'AX; + Agyy. 2

The error term Ae;, is autocorrelated and also correlated with lagged dependent variable Ay; ._,. Generalized
method of moments (GMM) approach is used to get estimates of equation (2), see Arellano and Bond (1991).

4 Results

The results of the dynamic panel data model describing the link between military spending and selected economic
determinants are shown in Table 2. The results show the relationship between military spending and the size of
military spending of the previous year (lagged value), the size of government expenditures, the size of the country's
indebtedness and the size of the government budget surplus (deficit). A two-step GMM approach was employed
to estimate the parameters of (2). We used R software 4.3.2, package plm 2.6-4. The robust inference was
performed. Autocorrelation of residuals was tested for the lag 1 and 2, p-values of the autocorrelation test of errors
are 0.074 for lag 1 and 0.859 for lag 2. The statistical insignificance of government revenues may be due to the
high correlation with GDP.

variables coefficient S.E. p-value
military spending (t-1) 0.6683  0.0659 <0.001
government expenditures 0.0085 0.0036 0.020
country's indebtedness —0.0017 0.0005 <0.001
government budget surplus (deficit) —0.0008 0.0014 0.580
GDP 0.0023  0.0014 0.098
government revenues 0.0003  0.0063 0.951

Table 2 Parameter estimates of GMM model — all variables

Table 3 describes the results of the model after reduction of the variables confirming the identical relationships
between the analyzed variables respecting at the same time the expected links between the development of the
economic environment and the size of military spending. P-values of the autocorrelation test of errors are 0.074
for lag 1 and 0.874 for lag 2. According the Sargan test, the instrument are valid. Test results are consistent with
the model assumptions.



variables coefficient S.E. p-value
military spending (t-1) 0.6723 0.0708 <0.001
government expenditures  0.0088  0.0020 <0.001
country's indebtedness -0.0016 0.0005 <0.001
GDP 0.0022  0.0013 0.086

Table 3 Parameter estimates of GMM model — final

In terms of expected links, the model confirms the expected relationship for all statistically significant variables.
In the case of government expenditures, there is an increase in all analyzed countries (except Greece, where there
is a decline after 2012). In the case of the indebtedness, it can be seen that most analyzed NATO countries have
been facing a long-term government budget debts. The increase is evident as a consequence of the economic crisis
after 2009 and as a consequence of the pandemic crisis after 2020. Thus, the significant increase in military
spending evident especially after 2014 is one of the factors increasing the size of government spending, which, if
financed in a period of government budget deficit, also appears as a factor increasing the level of indebtedness. In
the case of the analysis of the relationship between GDP and the size of military expenditures, it is evident that the
growth of the product generates state budget revenues that allow the growth of military expenditures.

5 Conclusions

Military spending is one of the parts of government spending that has seen a significant increase in NATO
countries, mainly due to the change in the security environment after 2014. In general, factors influencing the size
of military spending include the security environment and the evolution of the economic environment. The
economic determinants of military spending include, in particular, the development of a country's GDP, where an
increase in military spending can be expected in a period characterized by economic growth. Thus, the decline in
military expenditure of NATO countries was particularly evident after 2009 as a consequence of the economic
crisis leading to a significant decrease in military expenditure of most NATO countries. A consequence of the
decline in military spending was that only a small group of member countries were able to meet their political
commitment to spend 2% of GDP on defense. Beyond GDP, fiscal variables such as the government budget deficit
can be considered as economic determinants. Other fiscal determinants can be considered, e.g. the indebtedness
of the economy, where an increase in military spending can act as one of the factors increasing the indebtedness
of the economy.

The paper analyses the relationship between selected economic determinants of military spending (the size of
government expenditures, the size of the government budget surplus (deficit), the size of the country's
indebtedness, the economic development measured by GDP, and the size of government revenues) and the size of
military spending in selected NATO countries. The results of the dynamic panel data model show that for the 23
NATO countries analyzed in the period 1998-2002, military spending was mainly influenced by the size of the
previous year's military spending, the size of government spending, level of national GDP and indebtedness. Thus,
the results confirmed the assumptions that military spending can be expected to increase in the case of increasing
GDP. In the case of increasing indebtedness, military expenditure would decrease.

However, the current development of military expenditure of NATO countries is mainly influenced by security
determinants, which is evident especially from the significant increase in military expenditure of European NATO
countries.
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Regional Intensity of the Freight: Functional Analysis of
Variance

Peter Knizat!

Abstract. New digital data sources provide a great opportunity for econometrists to
study the application of more complex statistical models, of which the corresponding
empirical results can lead to prompt decision making since its early availability. In
this paper, we introduce a theoretical framework of analysis of variance that is ex-
tended to a functional space. An estimation procedure uses a modified method of least
squares that minimizes a set of mathematical objects in its criterion. The estimated
functional parameters are observed on a continuous domain rather than discrete point-
wise estimates as its classical counterparts. In the empirical analysis, we use a dataset
of electronic records that is collected from the satellite-based toll system in Slovakia.
Each record refers to a passage of the vehicle through a section of the monitored road.
We aggregate data into weekly time series, i.e. a number of passing vehicles per week
for each district. The weekly time series are transposed into a functional space through
an expansion by basis splines. The observed mathematical objects that correspond to
each district are categorized within a particular region and its co-variability is ana-
lysed within the concept of functional analysis of variance. The main objective of the
paper is to carry out the assessment of the intensity of the regional freight in Slovakia.
The empirical results show different seasonal patterns of variations and significant
differences of the freight intensity between regions.

Keywords: regional freight, analysis of variance, functional parameters

JEL Classification: C49
AMS Classification: 62P20, 62R10

1 Introduction to Econometric Problem

In this paper, an econometric problem stems from using a new digital data source which can be used for flash
estimates of the freight intensity or the economic activity. An electronic toll system, which is based on satellite
technology, is in operation to collect toll from vehicles that use satellite-covered sections of the Slovak road net-
work?. Data are collected in an automated way as an inherent function of on-board units, installed in vehicles®.

The research related to study German toll data for nowcasting of the industrial economic performance and the
identification of economic cycles is carried out by [3]. The paper states that there is a close relationship between
the economic activity and the freight since the economic activity requires transport services. In Slovakia, the first
study of toll data in the context of forecasting the macroeconomic output was done by [6]. The empirical results
show that toll data have a high potential to capture the overall macroeconomic trend.

The main objective of this paper is to study the regional intensity of the freight during the year 2020 in Slovakia.
The results of the empirical research can be useful for the management of the road infrastructure and the control
of the freight during the specific time periods. Moreover, the paper aims to encourage further research that would
conceptualise more complex econometric models for the early estimation of the regional economic activity.

In the empirical analysis, we use the functional analysis of variance, where the estimated parameters are func-
tions that enable the assessment of the intensity of the freight across the entire observed time period, e.g. for
analysis of seasonal variations. The research of the application of statistical models on functional data is abundant
and the state-of-the-art manuscripts that cover both the theory and the practice are [4] and [5], respectively. The

! University of Economics in Bratislava, Department of Operational Research and Econometrics, Dolnozemska cesta 1, 852 35 Bratislava,
peter.knizat@euba.sk. The author is a PhD candidate.

2 Skytoll, electronic collection of toll, Slovak Republic. Available at: https://www.skytoll.com/elektronicky-mytny-system-sr/.

% In the Slovak Republic, all vehicles with the total weight of over 3.5 tons or vehicles with the total weight of over 3.5 tons listed in § 4 par.
2 letters b) and c) of Act no. 106/2018 Coll. on the operation of vehicles in road traffic (vehicles of category M and N) except for motor
vehicles of category M1 and except for vehicle sets consisting of motor vehicles of category M1 and N1, are obligated to install the on-board
unit.



most recent advances in functional data analysis are discussed in [1]. To the author’s knowledge, no research of
toll data within the concept of the functional space exist.

1.1 Data

An observed dataset contains electronic records for all vehicles that passed through monitored sections of roads
during the year 2020. The record contains date and time, identification of the road section, vehicle identification
and information related to the vehicle. A section of the road is generally defined from the border of the intersection
that forms its starting point, with an end point defined by the subsequent intersection. Each border of the intersec-
tion falls within one of the 79 districts that are categorized in 8 regions*.

In the initial step, we filter out vehicles that are not used for the transportation of goods and commodities, e.g.
buses. We then aggregate daily records into weekly time series for each district, i.e. a number of passages for each
vehicle is counted at each intersection. In the next step, the observed weekly time series are transposed into math-
ematical objects for each district. This results in a set of 715 observed mathematical objects, also called curves,
which represents a functional variable.

Table 1 shows the aggregated dataset of weekly time series that represents a set of data points for each district,
which are determined as a number of passages of vehicles through monitored (inter)sections of roads. Each district
is categorised in a particular region that is shown in the last column.

District Week 1 Week 2 Week 52 Week 53 Region
Banovce 40.1 126.2 68.3 335 B. Bystrica
B. Bystrica 68.0 257.0 163.6 63.6 B. Bystrica

Michalovce 47.0 166.0 118.0 67.4 Kosice

Zvolen 199.1 675.0 418.6 220.0 Zilina

Table 1: Weekly time series of passages of vehicles by district (in thousands), 2020 (abridged).

Table 1 shows that the number of passages of vehicles in the first and the last week rapidly decreases, which
is caused by the incomplete weeks, i.e. a number of days is less than seven. We further note that differences in the
volume of the freight among districts can be very large. The following table shows a number of districts by region.

Category Region Number of
districts
1 B. Bystrica 13
2 Bratislava 4
3 Kosice 7
4 Nitra 7
5 Presov 13
6 Trencin 9
7 Trnava 7
8 Zilina 11

Table 2: A number of districts by region, 2020.

1.2 Methodology

To formalise the notation, we denote the matrix of real-valued observations in Table 1 as X = x;;, where j =
1, ..., p refers to a number of weeks and i = 1, ..., n to a number of districts. In the initial step, a function is fitted
into a matrix of real numbers x;; across each district i. A notation for such a functional variable is y;(t), where
i =1,..,n now refers to a number of curves for each district that are observed on a continuous domain t € T.
Theoretical concepts of functional spaces are provided by [4].

4 https://en.wikipedia.org/wiki/Districts_of_Slovakia.
® Note that 5 districts of Bratislava and 4 districts of Kogice are merged into one district for Bratislava and one district for Kosice, respectively.
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We use the basis spline expansion, which is adaptable to any complicated data structure, to construct continu-
ous functions y;(t): R — R for each district i. Hence, the functional variable y;(t) can be expressed in terms of
the basis spline expansion [4] as

K
1(® =) cui(® ®

k=1

The basis spline functions defined in the k x 1 vector By, (t) are piecewise polynomials® that are automatically
tied together at its breakpoints, where k refers to a number of polynomials used in the expansion which determines
a degree of smoothing. Note that we use the same By, (t) across all observations i. The c;;, are the values ofai X k
matrix of unknown parameters that needs to be estimated. The theoretical properties related to spline functions are
provided by [2].

The application of basis spline expansion to real data can be done through the familiar technique of fitting
statistical models to data by using the method of least squares, which leads to an estimation of unknown parameters
Cij @S

i = (By (t)TBk(t))_lBk (O x;; 2

where a subscript T refers to a transpose.

In the next phase of analysis, the features of the functional matrix of observed curves y;(t) are used to fit a
regression model by constructing a set of binary independent variables in the n x (C + 1) covariate matrix Z =
Zi(c)j» Where the category ¢ = 1, ..., C refers to individual regions. The columns j = 1,...,C + 1 of the covariate
matrix Z are constructed as a binary indicator that represents a category of individual observed curves, with ones
in the first column that serves for the estimation of the mean function across all curves. The number of curves in
each category is denoted by N, which is shown in Table 2. It follows that we can formalise the functional ANOVA
model [4] as

Xicey (@) = p(@) + ac(t) + &) (t) (3)

where the subscript (c) refers to the category of individual curves, the function p(t) is the overall mean across
all N sample curves, where N = Y.¢_; N.. The unknown parameters a.(t) are the specific effect functions which
represent departures from u(t) specific for each category c. The error function &;(t) are the unexplained varia-
tions specific to the i*® sample curve within category c that are assumed to be independently and identically dis-
tributed with 0 mean and a constant variance a2. Similarly, as in the classic ANOVA framework, the following
constraint has to be satisfied in order to identify individual categories uniquely Y., a.(t) = 0 for all ¢.

The ANOVA model in eg. (3) can be re-expressed by defining a set of regression functions f;(t), where

B () = u(t), B,(t) = a,(t) and so on, as
Xi(@®) = Bi(®)zi)j + €i(e)(0) (4)

where £;(t) = (,u(t),al(t), ...,occ(t))T is the functional vector. Similarly as y;(t), the regression functions
B;(t) can also be expressed in terms of the basis spline expansion as §;(t) = Z:§=1 bjkﬁekﬁ (t), where Gkﬁ (t) is
a vector of spline functions of length k; x 1, with a number of spline functions kg chosen to be sufficiently large
not to entail any significant loss of information. The j X kg matrix of unknown parameters bka remains to be

estimated. The functional form of the ordinary least squares method leads to the following estimation of unknown
parameters bj, n [4]

-1
vec (b, ) = <lokﬁekﬂ(t) ® (ZTZ)> vec (ZTClBka)ekﬁ(r)) ©)

where vec(.) denotes a vectorised matrix, ® is the Kronecker product, lekﬁ(t)ekﬁ(t) = f@kB (t)ekﬁT(t)dt and

]Bk(t)gkﬂ(t) = [ By (t)ekBT(t)dt are the derivatives of spline functions over the domain t and C = c;,. The theo-

retical properties of the estimator in eq. (5) are provided by [4].

® Note that we also need to define an order of the polynomial.



2 Results

In this section, we show the application of the theoretical framework outlined in the previous section. Note that
for the basis spline expansion of y;(t), we use 30 basis splines” of order 3 that are defined on a continuous domain
t € [1,53]. Hence, we get 71 curves corresponding to each district, which are displayed in Figure 1 below.
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Figure 1: A sample of observed curves for 71 districts (a thick black line represents a mean function across all
71 observed curves).

Figure 1 shows that there is a large difference between individual curves in the sample, i.e. a volume of the
freight is significantly different between individual districts. The largest volume of the freight is in the district
Svidnik (over a million passages in every week, except the first and the last) and the lowest is in the district Me-
dzilaborce (less than a thousand passages in every week).

In the following step, we carry out the application of functional ANOVA, which leads to the estimation of the
unknown parameters p(t) and a.(t). Figure 2 displays the estimated parameters for the overall mean across all
71 observed curves [i(t) and for specific effect functions &.(t) for each region ¢ = 1, ...,8.
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Figure 2: The last panel shows the estimated overall mean function fi(t) across all 71 observed curves. The pan-
els 1-8 show the estimated specific effect functions &@.(t) for each region.

" A number of basis splines is selected by the author such that we do not lose any significant information from original data.
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Figure 2 shows that we are able to study a behaviour of the estimated ji(t) and @.(t) on the entire domain ¢
rather than as point-wise estimates in the classical ANOVA. From the similar pattern of the region Zilina with the
overall mean function, we can conclude that the freight in this region is dominant. Moreover, the shape and the
magnitude of the deviation from the overall mean function, which is shown as a deviation from zero (dotted line),
of the estimated parameters @.(t) are significantly different between individual regions. There are also no clear
similarities in the seasonal effect between regions. Some similarities of the freight intensity are shown between
regions Bratislava and PreSov between 30th and 40th week, and between the overall trend of regions Banska
Bystrica, Bratislava and PreSov. The least deviation from the overall mean function is shown by the region Nitra
since its frequent oscillation around zero.

To gain a clearer picture of the deviation of each region from the overall mean function, it is worthwhile
examining the estimated profiles i(t) + @.(t), which are displayed in Figure 3 below.

B.Bystrica Bratislava Kosice Nitra

[
[
[
[

O] fetlS P05 deedS AedS GwdS
OO0 05 20405 lem.‘i i G
O] fetlS P05 deedS AedS GwdS
O] fetlS P05 deedS AedS GwdS

Week Week Week Week

Presov Trencin Trnava Zilina

\t‘;\lﬁ
Bt
Bt
Bt

105 205 el w05 Se05
105 205 el w05 Se05
105 205 el w05 Se05
105 205 el w05 Se05

(]
(]
(]
(]

a LCTRE- T R - a LCTRE- T R - a LCTRE- T R - a LCTRE- T R -

Week Week Week Week

Figure 3: The panels 1-8 show the estimated profiles fi(t) + &.(t) for each region, along with the overall mean
function fi(t) as a dotted line.

Figure 3 further emphasises that significant differences in the freight intensity among individual regions exist.
The regions with the highest freight intensity are Kosice and Zilina, and the region with the lowest freight intensity
is Bratislava — we note that the geographical size of the region could play a role. Moreover, the regions Nitra,
Trencin and Trnava attain the lowest deviation of the freight from the overall mean function.

Overall, we again emphasise that the functional ANOVA allows for the interpretation of the estimated param-
eters on its entire domain. This phenomenon can uncover seasonal effects of the freight within individual regions
and differences in the shape and the volume of the freight between regions. The empirical results of the analysis
in this paper are useful for management control of the freight flow through the road network or can be studied
alongside other regional economic variables and environmental indicators.

Additionally, we note that there could be dependencies between observed curves of neighbouring districts that
would violate the assumption of independence between the error functions &;(t) in the functional ANOVA. The
presence of the dependence between observed curves requires the application of more complex statistical models
that is part of future research.



3 Conclusion

In this section, we provide a brief summary of the paper and its main objectives that are followed by concluding
remarks and proposals for further research.

In this paper, we demonstrate the application of the functional analysis of variance (ANOVA) that explores a
variability in the observed sample curves, where the individual curves are classified within categories. The com-
putation strategy for the estimation of the ANOVA model is similar to its classical counterpart, except that the
usual summation in the estimator function is replaced by the integration over a continuous domain. The main
difference is that the unknown parameters are estimated as functions. Hence, the functional parameters can uncover
details of variations on the entire domain of the observed period.

New digital data sources offer an opportunity for scientists to study the application of more complex statistical
models. In the empirical application, we use data that are collected by the electronic toll system in Slovakia. An
observed dataset contains daily digital records of passages of vehicles through monitored sections of roads during
the 2020. The main objective of the paper is to carry out the analysis of the intensity of the regional freight in
Slovakia. The results of the research can be useful for the management control of the freight through regions,
building new road infrastructure and further regional economic analysis.

The empirical results of ANOVA reveal that there are no common seasonal effects of the freight within
individual regions. Moreover, a difference in the shape and the volume of the freight between regions can be very
large. A deviation from the overall mean function identifies regions with a high and a low volume of the freight
that can serve for a diversification of the road transport and a more efficient investment reallocation for building
the new road infrastructure.

A transportation of goods and commodities carried out by vehicles through roads can provide an early indicator
of the economic activity for industries that rely on the road transport. A further research could address a develop-
ment of the indicator that would show a monthly change in the freight. However, a design for this analysis could
require a more complex algorithm that would filter out the freight that is transitory through Slovakia and further
information about the economic value of the transported goods and commodities.

The analysis in this paper opens numerous further research inquiries. One of the most important is to examine
a degree of the dependence between the observed curves that would trigger an application of more complex sta-
tistical models, which incorporate a spatial dependence. Moreover, a theoretical framework of the econometric
model can be expanded to study the relationship between the freight and various macroeconomic variables or its
impact on the environmental indicators.
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Flexible Job Shop Scheduling with setup, transportation and
planned machine idle time.

Frantisek Koblasa!, Miroslav Vavrousek?

Abstract. The Flexible Job Shop Scheduling Problem (FJSP) is one of the most pop-
ular scheduling models because of its ability to describe various real-life manufactur-
ing systems. Despite being used mainly in its natural form, more practical constraints
such as transportation and setup times have attracted attention in the last decade as
setups and internal transportation are the most visible non-valued added processes.
This article focuses on Flexible Job Shops with transport and setup times, adding
planned idle times between machine operations. Those idle times depend not on job
types as sequence-dependent setups but on machine type and represent regular mainte-
nance, administration, scrap management, etc.

This article aims to enhance the known FJSP models with setup and transportation
times by idle time constraints and test the real-world approach of dispatching rules
against the advanced evolution algorithm technique. The basic scheduling generation
technique is compared with the earliest processing job start selection.

Together with the model, known FJSP testing instances are modified to suit the needs
of the above-mentioned constraint and experiment. Generalization of testing instances
modifications to real-world and combinatorial optimization needs is discussed.

Keywords: Flexible Job Shop Scheduling Problem, transportation, setup, planned
idle time, Evolution Algorithm.

JEL Classification: C63, L23
AMS Classification: 90C59

1 Introduction

Thanks to its complexity, the job shop scheduling problem is the most used model among classical scheduling
models (Job shop, Flow shop, Open shop). With a hundred WOS papers (WOS search query "Job shop scheduling"
(Topic)) in the 2000s, two hundred in the late 2010s, and four hundred per year since 2020 (WOS query), it is
significantly more than tens of Flow shops in the 2000s and a hundred and a half in the 2020s. Open shop problem
is the least favourite, with up to 15 papers peak in the year, as it can be solved by the Flexible Job Shop Scheduling
Problem, which is not only focusing on the scheduling part of the problem as classical Job Shop but also on job
assigning to the resource. Thus, it is close to the problem of Open shops.

Flexible job shop scheduling has growing potential (Xie et al. 2019; Dauzére-Pérés et al. 2024) as the number
of papers closing to 150 is the same popular as the classical Flow Shop — the most common model describing the
Lean-favourable manufacturing system of production lines. The Flexible Job Shop is not only popular for its com-
plexity, thus a challenging problem (Dauzére-Pérés et al. 2024) to be solved by Al-bioinspired algorithms, but due
to its potential applicability in practice. There are numerous practical applications in both general and research
publications, beginning with steel tubes (Li and Huo 2009), cars (Calleja and Pastor 2014), casting (Tang et al.
2019), injection machines (Tanev et al. 2004) and even weapons manufacturing (Chen et al. 2012).

Since the setup operation is one of the most relevant non-value added times, it is covered in the literature
(cca 70 papers in WOS) with a special focus on sequence-dependent setup times (Shen et al. 2018; Gao et al.
2019). Transportation (Homayouni et al. 2023), with an increase in Automated Guided Vehicles topics (Destouet
et al. 2023), has become popular as well (over 120 papers). However, combining both (Li and Lei 2021) is seen
less often (around 30 papers).

12Technical university of Liberec, Department of manufacturing systems and automation, Studentska 2, Liberec 1, Czech Republic
! frantisek.koblasa@tul.cz

2 miroslav.vavrousek@tul.cz



This paper focuses on both problems of transportation and setup (FISP-ST) while adding a break (planned idle
time) in which the machine is cleaned, preheated, proactively maintained, administration done, worker breaks,
worker-to-worker transfer of work or any other nonproductive activities done. That describes situations and their
durations where it is not possible to start with a predefined activity (machining, setup, transport) at the very same
moment other activity ended.

This paper is organised as follows. The second chapter focuses on the Flexible JSP model with setup, transportation
and idle time. The third chapter describes known modifications to test instances of the defined FISP-STI problems.
The fourth chapter focuses on the definition of heuristic and metaheuristics used to find the best values
of makespan objective functions. The fifth defines the experiment and discusses experimental results.

2 FJSSP model with setup, transport and planned machine idle time

FJSSP problem is known NP-hard problem. It consists of two decision problems, the first is assigning operations
to machines (assignment), and the second is determining the processing order of jobs on machines (sequencing).
Each job J={J,..., Jq, ..., Ji,...,dn} consists of a sequence of operations Oj;, where i is job, j is a type of job and
k={1,....p, ....Si} is a sequence of operations, where s; is the maximal number of operations in job i. They are
allowed to be processed on any of the feasible machines M={Mg,..., M, ..., Mn,..., Mi}. All n jobs and | machines,
are in theoretical problems available at time 0, and a machine can only execute one operation at a given time. Pre-
emption is not allowed.

The objective function in our case is chosen to be the minimisation of total competition of jobs Cnax makespan (1)

Cmax = max{C;} Q)

1<isn

where C;j is the competition time of job i and n is the maximum number of jobs.

The following constraints (2)(3)(4)(5) (see Demir and Kiirsat Isleyen 2013) define FISP in the matter of the
starting ts: and ending t. times of activities such as classical processing time t° and real-world problem con-
straints setup time t°, transportation time t" and newly defined planned idle time t'%. No subscript (st or e) indi-
cates duration of such activity. t2, (¢2J) sugest earliest (lastest) starting (ending) time of operation.

The machine can process only one job, and the job can be processed only on one machine (2)(3)(4) at that moment.

L5t jpm) + EijpmyXipm < Cijp Vi j,pom )
1if the 0y, is performed on machine M,
xl-]-pm = 0 (3)
!
Z xi]'pm =1 (4)
m=1

where ts"t(i,j,p,m) is starting time of p-th operation Ojj, of job i with job type j made on machine m, t(”ifj,p,m) is du-
ration of cycle time of Ojj, operation, Cij, is competition time and x desition variable.

There is a precedence of operations (5) where tsjt(i].pﬂm) is earliest time job j next operation (p+1) can start.
t i PR
tsot(i,j,p,m)+ t(ci(,)i.p.m) + t(ci.j.p,m) S Lot jp+1) vi,j,k,m ®)

Setup is made when the machine m has to process a different job type j operation (decision variable y=0) than it
was previously processed (6)(7).

tettijpm ~ tejpm = (L= Yijpm)t@jpm Vi pm (6)
1if 0;j, has same job type j as preceding operation on M,
yijpm = 0 (7)
The operation O, cannot start tg,; ; .1 ) (8) before both the (9) job ts]t(i, ; p+1y@nd machine (10) i ip+im)

are available. Job is avaiable after preceding operation is finished t; ; ,.,) and job is transported to next stage by
duration ¢{}, . Machine m is ready when any preceding operation 0, ends(10) and its t(% idle time passes.
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Lt (ijprim) = max{tst(i,j,pﬂ)' tst(t,f,pu,m)} Vi, j,p,m (®)
] __ 40 h P
ot jprn) = teljpw Ttau-my VLI, DM U 9)
M _ id . .
tst(i,j,p+1,m) - tg(q,j,p,m) + t(lm) Vi, q,],p,m (10)

Unlike adding minimal machine idle time t(i,‘il), job will be transported (11) between machines m and u by dura-
tion of t(hu_m) only (desition variable z) (12) if the next operation is processe on a different (m+u) machine.
tft(i_ pw INdicates when transport operation starts and tf(i' jpu) €Nds.

h h _ h P
teipm ~ teejpw = (1= Zji)them Yijkm (11)

_ {1 if the 0;;,, and 0, are both processed on machine M, (12)

ijk — 0

Simple Giffler and Thompson constructive algorithm for the active schedule is modified to construct a feasible
solution while taking into account equations for transportation, setup and idle time (6)-(12)

The general description of a constructive algorithm for FISP is scheduling operation O in step t = {1,r}, where r
is the total number of operations:

1. Creating list V: of all schedulable O operations in step t, including all machine variants v.
2. Conflict set fi* creation - find the possible earliest ending time t2

fi = min 0inV {t} 13)

and machine My on which t2 occurs

3. Choose an optimal operation (by heuristics or metaheuristic — see chapter 4) which requires My, and its
starting time tg,; ; ,.m) < to

4, Continue until there is O unscheduled.

3 Testing instances

Development of the test instances in this paper, is based on analysis of the general approach to generate FISP
instances and is trying to take the most of the information from the original most used Brandimarte (Brandimarte
1993) approach of uniformly random generation of MK01-MK10.

Instance n I s;min s;max v t%min t%max t" te t"
MKO01_STI 10 6 5 7 3 1 7
MKO02_STI 10 6 5 7 6 1 7
MKO03_STI 15 8 10 10 5 1 20
MKO04_STI 15 8 3 10 3 1 10
MKO05_STI 15 4 5 10 2 5 10
MKO06_STI 10 15 15 15 5 1 10 (14 (15) (16)
MKO7_STI 20 5 5 5 5 1 20
MKO08_STI 20 10 5 15 2 5 20
MKO09_STI 20 10 10 15 5 5 20
MK10_STI 20 15 15 15 5 5 20

Table 1 MK_STI test instances random ranges

The original range of n jobs J, | machines M, the maximal/minimal number s; of operation O per job J, the maximal
number of parallel machines v on which operation can be made and the minimal/maximal duration of processing
time t is used while calculating the durat